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Scholars have long noted lingering disparities in United States legal outcomes between social groups (Mustard, 2001; Gross & Mauro, 1989). These disparities are troubling by themselves because they suggest that some groups are treated unfairly before the law. However, they are especially concerning given that judges and other legal decision-makers have a duty to uphold and interpret the law in a way that is neutral with respect to age, race, gender, and other protected categories. If legal actors sincerely intend to uphold their legal duties, the existence of ongoing disparities implies that forces other than intentions contribute to ongoing disparities.

One factor in particular, implicit bias, has received increasing levels of attention. The existence of this volume attests to the fact that legal scholars are both interested in and concerned about how implicit bias may undermine fairness in the judgments of those charged with adjudicating evidence in the legal setting. Defined as automatically activated associations about social groups (Forscher, Lai, et al., under review), implicit biases are theorized to be acquired early in life through repeated exposure to stereotypic information (Devine, 1989). Over time, implicit biases become so well-rehearsed that, upon exposure to information related to a stereotyped group, they activate automatically and without intention. Once activated, these biases are theorized to affect behavior in situations where people lack motivation, awareness, or the ability to think about their responses (Devine, 1989; Fazio & Olson, 2014).

Across a large number of studies, scholars have observed that scores on measures of implicit bias are associated with behavior across a large number of domains (Greenwald et al., 2009; Cameron et al., 2012; Oswald et al., 2013). Based on this evidence, many have argued that implicit bias causes biased behavior, and that the accumulation of these biased behaviors causes disparities (Greenwald, Banaji, & Nosek, 2014; Jost et al., 2009). The mere existence of disparities in legal outcomes is troubling. However, if it is true that implicit bias causes disparities, the existence of implicit bias raises a possibility that is even more disquieting: well-meaning legal actors who sincerely desire to uphold their duties to the law may nonetheless be complicit in perpetuating these disparities. It is therefore important to evaluate the evidence as to the likely cause of legal disparities, both to determine whether this disquieting possibility has been realized and to evaluate what we can do to alleviate disparities in legal outcomes. Evaluating the cause of outcomes is challenging, but it is especially challenging when the cause is theorized operate inside people’s heads without their conscious awareness. This task is the province of many social scientists, but especially psychological scientists.

We should note at the outset that this chapter is different from most others in this volume. Neither author is an expert of the law, legal proceedings, or the criminal justice system more generally. Instead, we are both psychological scientists who specialize in race and unintentional forms of bias. Our goal in this chapter is to review the extant work on implicit bias and interventions to change implicit bias. Though the work in this area is ever burgeoning, the evidence regarding the effectiveness of implicit bias interventions is rather mixed and the goals for the specific research efforts are quite varied. Our hope is to lay out the issues in ways that elucidate what this work can and cannot say about the causes of and remedies to disparities in legal outcomes. We hope that this review will prove helpful to those who choose to investigate the impact of biases, both unintentional and intentional, throughout the legal system.

To wit, in this chapter, we will review the evidence that, in general, is required to establish that implicit bias causes legal disparities. A great deal of the evidence regarding implicit bias and legal disparities is correlational and, of course, evidence of correlations between measured implicit bias and biased behavior is insufficient to establish cause. We will
then conduct a selective review of implicit bias intervention research and argue that this research also does not speak directly to whether interventions to change implicit bias are effective ways to resolve social disparities. Indeed, we will argue that, based on the extant evidence, any intervention that is focused on directly changing scores on measures of implicit bias is unlikely to be effective at changing social disparities. Finally, we will review an approach that we believe is more effective: change people’s knowledge about how the structure of the social environment makes them complicit in the perpetuation of bias. We will illustrate this approach with an intervention that we have developed, the prejudice habit-breaking intervention.

**Implicit bias as a cause of disparities**

Developing interventions that are effective at reducing disparities requires first identifying and defining the processes that are thought to cause disparities. Any concept without a clear definition becomes hopelessly broad or ambiguous, and therefore not useful. In the context of interventions, if the definition of a process that is thought to cause disparities is unclear, it becomes difficult or impossible to craft interventions that might change that process. For these reasons, we are defining in this chapter “implicit bias” precisely as associations between concepts (for example, an association between Black people and negative concepts) that are activated automatically (i.e., without requiring awareness or intention). The measurement of implicit bias therefore requires a procedure that does not require a person to actively retrieve the target association from memory.

There are two major implications of this definition. First, implicit bias is a process that occurs within a person’s head. That means that implicit bias is distinct from the disparities it is presumed to cause. Thus, the mere presence of disparities, even disparities in judgments among people, like judges, who believe in fairness, cannot by itself be taken as evidence that implicit bias causes the disparities. Implicit bias may well cause these disparities, but this must be established through an independent measurement of implicit bias. Second, implicit bias is just one type of bias that can occur unintentionally. We would like to underscore this point because it is often overlooked. Implicit bias has received perhaps more than the lion’s share of focus in recent years because many prominent scholars have argued that it could play a strong role in perpetuating social disparities (Greenwald, Banaji, & Nosek, 2014; Fiske, 1998). However, many other biases can occur unintentionally without occurring because of the activation of an association between concepts. For example, legal actors can adhere to established laws and procedures, even though they themselves believe that the laws have negative consequences that disproportionately affect certain groups of people. We will revisit these points at the end of this chapter.

After a potential target of change is identified, it is essential to establish that the process actually causes disparities. Providing evidence that firmly establishes cause is quite difficult and is the subject of vigorous academic debate (Bullock, Green, & Ha, 2010; Spencer, Zanna, & Fong, 2005). However, most scholars agree that one must develop a procedure that, in randomized experiments, produces a difference in both the candidate process (i.e., implicit bias) and a behavior (i.e., discrimination). With this procedure in hand, one must show that it is the changes in the candidate process, not changes in other processes brought about by the candidate procedure, that produce the changes in the behavior. This is a challenging task.

What should be clear from this discussion is that mere associations between a process and behavior are insufficient to show that the process causes the behavior. If an intervention targets
a process that is associated with disparities but does not cause them, the result will be wasted
time, effort, and, possibly, other unintended negative consequences. To illustrate why this is
important, consider the following, somewhat whimsical, example. When developing policies to
reduce violent crime, one might notice that the number of murders in a city is associated with the
city’s sales of ice cream, as both occur more frequently in larger cities. In this example, although
an association exists, no one would suggest that outlawing ice cream is an effective means of
reducing violent crime.

The suggestion that a correlation between violent crime and ice cream sales is clearly
different from the suggestion that implicit bias causes discrimination (and therefore disparities)
in that the latter suggestion is much more plausible than the former. Yet the very plausibility of
this proposition makes it all the more important to evaluate it based on evidence rather than
intuition. If we use intuition rather than evidence, we run the risk of committing resources to
interventions that, though well-meaning, may be at best wasteful and at worst harmful. For this
reason, studies that find an association between measured implicit bias and discrimination, while
suggestive, should not be taken as evidence that implicit bias causes discrimination. This is true
regardless of the strength of the association and regardless of the size of the sample in which the
association is found (see Greenwald et al., 2009; Cameron et al., 2012; Oswald et al., 2013).
Rather, to understand whether implicit bias causes disparities, we must turn to evidence based on
interventions that produce changes in implicit bias and evaluate whether these changes in
implicit bias bring about changes in behavior.

Implicit bias interventions

Fortunately, the extant research on interventions to change implicit bias is voluminous.
We can therefore use this literature to assess whether it is possible to change implicit bias and, if
so, whether these changes are likely to bring about changes in biased behavior.

Implicit bias intervention research arose out of two separate research traditions (Forscher
& Devine, 2015). On the one hand are people from a broad array of backgrounds and a broad
range of formal research training who are interested in implicit bias as a means of solving social
disparities. On the other hand are people, mostly experimental psychologists, who are interested
in implicit bias as a means of understanding the inner workings of the human mind. Some
background on these research traditions is necessary to understand what they have and have not
taught us about the role of implicit bias in creating social disparities.

The distinct research traditions have led to a division in both methods and research
questions (Paluck & Green, 2009; Forscher & Devine, 2015). The disparities-focused researchers
often conduct their research in the field, use non-experimental designs, and measure outcomes
longitudinally (Paluck & Green, 2009). In addition, disparities-focused researchers do not
typically measure implicit bias directly, instead focusing on self-reported or outcomes collected
as part of the administrative mission of a given organization (Paluck & Green, 2009). The focus
in this research is on deploying methods of solving the problems that are presumed to be caused
by implicit bias while respecting the difficulties of working in non-laboratory settings.

For example, Tan, Morris, and Romero (1996) developed a training module intended to
educate employees of the Federal Aviation Administration about issues related to workforce
diversity, prevent workforce harassment and discrimination, and increase future FAA workforce
diversity. Whether the researchers thought they were producing their effects through changes in
implicit bias is unclear, though the workshop shares many features in common with other
trainings developed in the disparities-focused research tradition: it explored the primary dimensions of diversity, the values of the employees and how they might conflict with their prejudices and preconceptions, and the readiness of the employees to embrace diversity. The authors evaluated the effectiveness of the diversity training using a single-group, before-after design by asking the workshop participants to rate their knowledge of diversity-related issues. Although a single-group design respects the fact that, as a matter of organizational policy, the diversity training should not be withheld from any employees, a single-group design is not well-suited for drawing conclusions about the causes of an intervention because natural fluctuations in outcomes over time are confounded with the intervention’s true effects. In addition, although self-reported knowledge is easy to measure, it is difficult for people to directly assess changes that have occurred due to a given experience (Nisbett & Wilson, 1977). Any apparent improvements in self-reported knowledge may well be due to participants wishing to present themselves as good employees who are engaged with the organizational mission of the FAA.

In contrast, cognition-focused researchers most often conduct their research in the laboratory in single-session experiments, usually using samples of college students (Forscher, Lai, et al., under review), who, though they may have psychological characteristics that make them different from the general population (Henrich, Heine, & Norenzayan, 2010), are cheap, easy, and convenient for psychological research. Cognition-focused researchers employ a large array of implicit bias measures, but measure explicit bias and behavior less often (Forscher, Lai, et al., under review). The focus of cognition-focused researchers is in drawing rigorous conclusions about mental processes.

For example, Phills and colleagues (2011) argued that messages presented on backgrounds consistent with the message’s content are more effective in reducing implicit bias than messages presented on inconsistent backgrounds. Accordingly, they compared the implicit bias of people who viewed the message “Say yes to equality” presented alongside images of positive interracial interactions (a consistent pairing of message with background) to the implicit bias of people who viewed the same message presented alongside pictures of the KKK (an inconsistent pairing of message with background). They also compared the implicit bias of people who viewed the message “Say no to prejudice” presented alongside pictures of the KKK (consistent pairing) to the implicit bias of people who viewed the same message presented alongside pictures of positive interracial interactions. As predicted, Phills and colleagues found that consistent pairings produced lower scores on implicit race bias (as measured using an Implicit Association Test; Greenwald, McGhee, & Schwartz, 1998) than inconsistent pairings, and interpreted this result as supporting regulatory focus theory (Higgins, 1997), a theory of motivation. Because participants were randomly assigned to condition and because the researchers included an implicit bias measure, this study is well-positioned to speak to the causal effects of the manipulation on people’s responses on that measure. However, because the researchers did not measure discriminatory behavior, the study does not speak strongly to how to reduce racial disparities. Nor was the study necessarily intended to speak to these issues—the researchers were more interested in revealing insights into the principles of motivation than they were in understanding the causes of and remedies for racial disparities.

The result of this division in method and research question is that much of the research on implicit bias interventions does not speak directly to whether these interventions are effective in resolving social disparities. Because the disparities-focused research is often not experimental, it is silent as to whether the interventions tested cause any change in social disparities. Because
implicit bias is often not measured, it is unclear whether these interventions change implicit bias at all, and, if these interventions change outcomes other than implicit bias, it is unclear whether these changes occur because of a change in implicit bias. The interventions developed and tested in the cognition-focused tradition usually do use randomized designs and therefore do not have the same causal inference problems as those developed and tested in the disparities-focused tradition. However, these studies have their own limitations: because they are often conducted among college students, it is unclear whether these interventions would be useful in non-college settings. Because these studies often do not include measures of behavior and often do not test their effects longitudinally, it is also unclear whether these interventions have effects on implicit bias that last and that cause changes in behavior.

Indeed, if we focus more closely on the cognition-focused studies that do measure their outcomes longitudinally, the evidence suggests that the effects of most implicit bias interventions on measures of implicit bias do not endure. For example, in a large-scale evaluation of 9 interventions to change measured implicit bias involving over 6,000 participants, all the interventions had immediate effects on implicit bias (Lai et al., 2016). However, without exception, these effects disappeared 1-2 days later. Even motivating participants to use these interventions on their own rather than at the request of the experimenter appears to be ineffective; in an evaluation of this approach with over 1,500 participants, it had no enduring effect on measured implicit bias (Forscher, Cox, et al., in preparation).

If we focus instead on the cognition-focused studies that measure both implicit and behavioral outcomes, the effects of implicit bias interventions on behavior are quite different, in general, from their effects on implicit bias. In addition, based on an analysis of more than 400 studies of methods to change implicit bias, there is no evidence that the changes in implicit bias that these interventions produce are linked to their (small) effects on behavior. That is, there is no evidence that these interventions change behavior because of their changes in implicit bias (Forscher, Lai, et al., under review).

Our review of research on implicit bias interventions is quite revealing. Because of issues with the design of the research (i.e., a lack of randomization, no measurement of implicit bias, no measurement of behavior), many studies that investigate implicit bias interventions do not speak strongly to whether implicit bias causes disparities. If we focus on the studies that speak more strongly to causality, the effects of current interventions to change implicit bias fade quickly, and there is no evidence that these changes in implicit bias produce changes in behavior. In sum, it is unclear whether developing interventions that change implicit bias is a reasonable approach to resolving social disparities, in law or any other domain.

A more effective approach: Knowledge-based interventions

From the perspective of classic social psychological theory, it is not surprising that interventions that directly target implicit bias appear to be ineffective. Classic social psychological theory holds that each person’s conception of him- or herself strongly affects whether psychological processes are easy or difficult to change (Rokeach, 1973). According to these theories, psychological processes are organized hierarchically around a person’s conceptions of themselves. Processes that are more central to the self-concept resist outside change because changing these processes requires changing all the processes that are below them in the hierarchy as well. Processes that are more peripherally located are easier to change, but these changes may not last because the processes higher in the hierarchy remain unchanged.
Figure 1. A simplified model of the self. Psychological processes that are higher in the hierarchy are more central to the self-concept and therefore more resistant to external change. Processes lower in the hierarchy are less central and therefore more susceptible to change.

Because it is a process that operates independent of awareness and intention, implicit bias a process that is by definition peripheral to the self-concept. This peripheral status implies that brief shifts in implicit bias should be easy to achieve, at least in the short term. However, implicit biases are created and sustained by repeated stereotypic pairings in the social environment. Thus, without changes in processes that are more central to the self-concept, the shifts in implicit bias are likely to be quickly erased soon after the intervention is administered (Lai et al., 2016). If the original shifts in implicit bias do not endure, they also would not be able to produce enduring changes in behavior (Forscher, Mitamura, et al., under review).

If changing implicit bias is ineffective for reducing social disparities because implicit bias is too peripheral to the self-concept, perhaps changing processes that are more central will be correspondingly more effective. However, the process that is the target of intervention should not be so central that it is immune to all but the most dramatic of external changes. Although changes in more central processes such as values do occur, they occur incrementally over long periods of time (Roberts & DelVecchio, 2000) and may be quite hard to achieve as a result of a relatively brief laboratory procedure (Rokeach, 1973). The optimal process to target may thus be one that is moderately central to how people view themselves. One possible candidate is knowledge. People become invested in certain views of themselves and the world (Lord, Ross, & Lepper, 1979; Swann et al., 1987), and yet knowledge does change in response to evidence.

Evidence for the effectiveness of a knowledge-based intervention for producing long-term changes in psychological processes related to social disparities stems from work on the prejudice habit-breaking intervention (Devine, Forscher, Austin, & Cox, 2012). The habit-
breaking intervention is based on the premise that biases that occur unintentionally are like unwanted habits that can be broken through a combination of motivation to reduce unintentional bias, awareness of its existence and the ways it affects minorities, and effort practicing strategies that reduce unintentional bias (Devine, 1989). The intervention consists of a semi-interactive, self-paced slideshow composed of feedback, education, and a training section.

During the feedback section, the participants complete a task that can reveal how bias can operate unintentionally, like a race IAT, and receive feedback about their performance. The implicit measure is thus used to provide participants with a palpable experience of what unintentional bias feels like (Monteith, Voils, & Ashburn-Nardo, 2001) and a pedagogical tool to make people aware that not all of their responses are consistent with their intentions. Thus, although an implicit measure is an important component of the habit-breaking intervention, its importance stems from its pedagogical usefulness rather than because it is the habit-breaking intervention’s primary target of change.

During the education section, the participants learn how some of our reactions are inconsistent with intentions. The slideshow applies this general principle to idea to social groups by showing how subtle stereotypic messages pervade the social environment, and how these messages can spontaneously pop to mind. The spontaneous reactions can then influence behavior unintentionally. This section then provides evidence that, although they can be subtle, these unintentionally biased behaviors they can still lead to adverse outcomes for minorities in a wide variety of domains. The education section is thus designed to leverage the momentary awareness provoked by completing the implicit measure into a more general, enduring awareness of how unintentional biases systematically disadvantage minorities. Following the education section, the participants complete a training section that describes evidence-based strategies, such as stereotype replacement (Monteith, 1993), individuating (Brewer, 1988; Fiske & Neuberg, 1990), perspective-taking (Galinsky & Moskowitz, 2000; Todd et al., 2011), and intergroup contact (Pettigrew, 1998; Pettigrew & Tropp, 2006), that, if practiced, can lead to reductions in unintentional bias.

In our original demonstration of the habit-breaking intervention’s effects, people who received the habit-breaking intervention exhibited reductions in measured implicit bias that endured two months after receiving the intervention. In subsequent replications of this study, people who received the habit-breaking intervention were no different in their measured implicit bias than control participants, suggesting that our original results may have been a false positive (Forscher, Mitamura, et al., under review; Forscher, Cox, et al., in preparation).

Nevertheless, we have accumulated substantial evidence that the habit-breaking intervention does affect participants’ concern about discrimination (Devine et al., 2012; Forscher, Mitamura, et al., under review; Forscher, Cox, et al., in preparation). The changes in concern are themselves associated with an increased tendency to notice when others act with bias and to biased behaviors in themselves and others as wrong (Forscher, Mitamura, et al., under review). These results suggest that the habit-breaking intervention changes people’s knowledge about unintentional bias and its consequences for minorities. These changes lead to changes in how people perceive incidents in the social environment, which in turn can lead to further changes in knowledge. The initial changes in knowledge may thus create a recursive, self-sustaining feedback loop, which may be critical for sustaining any changes that the intervention creates (Forscher, Mitamura, et al., under review). This feedback loop may explain why the habit-breaking intervention’s effects on knowledge endure and may be critical for creating
enduring changes in behavior. Indeed, the habit-breaking’s effects on behavior may be especially enduring; in one sample, people who received the habit-breaking intervention were more likely to post a comment objecting to an online essay arguing that stereotyping is harmless than were control participants (Forscher, Mitamura, et al., under review). This difference occurred two years after the intervention was administered.

We have also gathered some evidence that knowledge-based habit-breaking may be effective at reducing some kinds of intergroup disparities. This evidence comes from a cluster-randomized trial in 92 academic departments of a 2.5 hour workshop based on the prejudice habit-breaking intervention (Carnes et al., 2015). The workshop was designed to improve climate for female faculty and thereby improve the representation of women in these departments. Three months after the workshop, faculty in experimental departments reported feeling more self-efficacy to promote gender equity than faculty in control departments (Carnes et al., 2015). Three years after the workshop, 52% of the new hires in experimental departments were women, compared to 28% in control departments (Devine, Forscher, Cox, Sheridan, Kaatz, & Carnes, in preparation). In addition, there is evidence that these differences in hiring rates were due to the influence of faculty who attended the habit-breaking workshop; faculty who worked with workshop attenders on department-related affairs (e.g., hiring committees) reported doing more to promote gender equity in their departments (Forscher et al., in preparation).

In sum, because knowledge is moderately related to the self-concept, interventions that change knowledge may be especially useful for reducing intergroup disparities. Knowledge requires less effort to change than highly central processes, such as values, but is more likely to sustain long-term change than are peripheral processes, such as implicit bias. Indeed, we believe our intervention is effective because it helps people to recognize that wanting to be free of bias is not equivalent to being free of bias. Knowledge that they could be, however unwittingly, complicit in the perpetuation of bias is critical to creating concern about discrimination. And that concern appears to change their understanding of discrimination and encourages them to see bias in themselves and in the world around them (e.g., in others, on TV, etc.). Although we have not directly tested the utility of knowledge-based interventions for changing disparities in legal outcomes, we believe these interventions are more likely to prove useful than are interventions that target implicit bias directly.

Resolving social disparities is not easy. We have argued that addressing issues of such societal importance requires the engagement of the conscious mind (Devine, 1989; Devine et al., 2012). These problems cannot be reduced to responses on any one measure of implicit bias, and assuming that they can respects neither their complexity nor seriousness.

**Conclusion**

We have argued that the current research on implicit bias does not speak strongly to whether implicit bias causes disparities in legal outcomes, nor does it speak directly to whether implicit bias is a useful target for intervention. In fact, interventions that attempt to directly change responses on measures of implicit bias may be doomed to fail because implicit bias is, by definition, peripheral to the self-concept. This means that, even if an implicit bias intervention reliably produces a change in implicit bias, this change is likely to fade due to the very forces in the social environment that create and sustain the biases in the first place. We believe that interventions that target processes more central to the self-concept, such as the knowledge-based
prejudice habit-breaking intervention, are more likely to produce the type of changes necessary to reduce legal disparities.

To be clear, although we are skeptical as to whether implicit bias plays a central role in creating and sustaining disparities in law, we do not mean to suggest that no forms of unintentional bias contribute to disparities in law. As we noted earlier in the chapter, unintentional biases occur for many reasons besides implicit bias – for example, established laws and procedures that advantage one group at the expense of another, unequal distributions of wealth and education, and/or a lack of awareness of the systematic advantages provided to some groups and not others. However, because each of these potential causes has different implications for which interventions are likely to be effective at resolving social disparities, it is important to distinguish between these potential causes rather than lumping them into the same category.

Finally, although the habit-breaking intervention has proven useful at producing enduring changes in some contexts, it has not yet been tested in a legal context. Indeed, it is quite possible that disparities in legal outcomes are better addressed through changes in policy than through individually-targeted psychological interventions. However, we will only discover the approaches that are effective through research that compares the relative effectiveness of different approaches. Considering the social importance of addressing disparities in legal outcomes, conducting this research is a high priority for future work.
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