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Abstract 

Video Question Answering (VideoQA) is a field of research focused on developing 

models that can engage in natural conversations with humans about the content of videos. 

Currently, the most successful approaches involve analyzing videos frame-by-frame, which is 

computationally and memory-intensive. To imitate human memory, the Atkinson-Shiffrin 

memory model can formulate the machine’s video understanding capability through Vision-

Language Models. Reducing the number of frames processed by the model is a crucial operation 

in this approach category and can be handled by a memory consolidation algorithm. The memory 

consolidation algorithm should be able to determine the keyframes to transfer from short-term to 

long-term memory. However, due to the complexity of events in videos, this approach may need 

to pay more attention to critical information by efficient and appropriate operations. This paper 

aims to compare video understanding capabilities by analyzing the memory consolidation 
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algorithms. Specifically, we present experiments evaluating simple but effective memory 

consolidation operations on the ActivityNet-QA dataset to construct an optimal memory 

consolidation process. 

 

Introduction 

Large Language Model-based assistants, i.e., chatbots, like the well-known ChatGPT and 

GPT-4 (Achiam et al., 2023), exhibit a remarkable ability to answer a wide range of questions 

posed to them. This capacity has sparked interest in replicating that proficiency in multimodal 

applications (Li, Li, Savarese, & Hoi, 2023). This interest has resulted in the development of 

visual question-answering programs, which aim to answer questions related to images. 

Interestingly, visual question-answering programs have demonstrated notable success in their 

domain. In fact, OpenAI recently began rolling out visual question-answering understanding 

features to ChatGPT (OpenAI, 2023).  

Programs that look to extend large language models (LLMs) to other modalities are 

known as Multimodal Large Language Models (MLLMs). A popular approach to developing 

vision-language MLLMs involves aligning frozen, pre-trained vision and language models (Li et 

al., 2023; Maaz, Rasheed, Khan, & Khan, 2023). It avoids the high training costs associated with 

training vision-language models. Cross-modal alignment, then, is the focus of this approach. 

BLIP-2 (Li, Li, Savarese, & Hoi, 2023) achieves cross-modal alignment using a lightweight 

transformer, e.g., Q-Former, that serves as the middleman between the frozen LLM and the 

frozen image encoder, providing the LLM with the most useful visual features. Q-Former has 

served as an integral piece in video understanding programs (Zhang, Li, & Bing, 2023). While 

this approach has improved the state-of-the-are in video understanding tasks, these models 
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struggle to handle long videos (Song et al., 2023; Zhang, Li, & Bing, 2023). It is because these 

models rely on frame-wise feature extraction. Thus, long videos with thousands of frames 

computationally overwhelm these models. 

The Atkinson-Shiffrin model (Atkinson & Shiffrin, 1968) is proposed as a viable 

approach to improving long video understanding (Song et al., 2023). It is structured around a 

short-term and long-term memory buffer, as illustrated in Fig. 1. The model utilizes a sliding 

window to analyze the video. It shows that the Atkinson-Shiffrin model reduces both 

computational complexity and memory costs and improves long-term temporal connection (Song 

et al., 2023). Our analysis identifies potential structural limitations that may hinder the model’s 

performance. 

In this study, we investigate several simple operational modifications to the Atkinson-

Shiffrin model, specifically exploring variations of the memory consolidation algorithm. Our 

objective is to observe and evaluate the impact of these modifications on the overall performance 

of the VideoQA tasks. 

 

Related Work 

Multi-modal Large Language Models 

Given the recent success of Large Language Models (LLMs), it is only natural to look to 

equip these models with multi-modal capabilities. BLIP-2 (Li, Li, Savarese, & Hoi, 2023) 

presents a notable framework for designing MLLMs built around a Query transformer (Q-

Former) that links a frozen pre-trained image encoder with a frozen pre-trained LLM. The BLIP-

2 framework has become a popular approach to building MLLMs. Video-LLaMA (Zhang, Li, & 
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Bing, 2023) creates and utilizes a video Q-Former and an audio Q-Former to build an MLLM 

with both image, video, and audio understanding abilities.  

 

Figure 1 The Atkinson-Shiffrin model is proposed for the VideoQA task. It is structured around 

short-term and long-term memory. 

Long Video Understanding 

Handling long videos is a challenge facing video understanding frameworks (Song et al., 

2023; Zhang, Li, & Bing, 2023). Considering the use of image-based models for frame-wise 

feature extraction, the struggle of these frameworks in understanding long videos is unsurprising. 

As videos get longer, the number of frames grows, and memory requirements grow 

exponentially. MovieChat (Song et al., 2023) is a recent work that uses the Atkinson-Shiffrin 

memory model to reduce the number of frames that need to be handled by the program. 

The number of frames is reduced through a hierarchical clustering memory consolidation 

algorithm that merges pairs of consecutive frames based on the pair’s similarity. This approach is 

built on the assumption that temporally adjacent frames within a movie scene, for example, are 

typically redundant. 
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Methodology 

Problem Setup 

Video Question Answering (VideoQA) is the task of responding to natural language 

prompts about the contents of a video. A VideoQA program takes a video and a prompt as inputs 

and should output a response to the prompt in natural language that is correct, given the context 

of the input video. A program that can perform VideoQA well must have a solid understanding of 

the text, audio, and video modalities and how the modalities align with one another. 

 

This paper focuses on the text and video modalities specifically. LLMs have shown to 

handle the text modality well (Achiam et al., 2023; Touvron et al., 2023; Touvron et al., 2023) 

and are a critical part of most VideoQA programs. Video foundation models have improved at 

representing the contents of a video as tokens, but struggle to capture long-term temporal 

connections in long videos. The struggle of video foundation models to represent videos 

accurately has limited the video understanding of VideoQA models. This research explores the 

use of a memory consolidation algorithm as a method of improving the ability of VideoQA to 

videos. 

 

Overall Framework 

The framework includes a visual feature extractor, a short-term and long-term memory 

buffer, and a large language model. The system takes a video and a prompt as inputs. First, the 

input video is divided into smaller video clips. Each video clip is then converted on a frame-by-

frame basis into a set of abstract numerical representations, called tokens, by way of the visual 

5

Couts et al.: Survery of Memory Consolidation Techniques for Video Understanding

Published by ScholarWorks@UARK,



feature extractor. These tokens are packed with the information that is used to develop a response 

to the input prompt. 

Keeping a large number of frames in memory concurrently is very expensive. To avoid 

this, the framework processes the video using a sliding window, which breaks the video into 

several fragments. The sliding window allows the visual feature extractor to process the video 

without needing to store all of its frames at once. Though the sliding window alleviates memory 

requirements related to feature extraction, storing the tokens produced by the feature extractor 

remains a concern.  

To address this, this framework is structured around the Atkinson-Shiffrin memory 

model. The idea is that, following generation, tokens will be moved into short-term memory. In 

short-term memory, a memory consolidation algorithm will consolidate the tokens into a smaller 

set of representative tokens. These representative tokens are merged into long-term memory. The 

long-term representative tokens are passed to the LLM to respond the input prompt. 

 

Visual Feature Extractor 

For visual feature extraction, the framework avoids using video-based foundation models 

like ViViT (Arnab et al., 2021). Instead, we use an image-based model to extract features from 

the video on a frame-by-frame basis. The decision to forgo the use of video-based foundation 

models revolves around the lack of a video foundation model that aligns well with the text 

modality. This framework uses EVA-CLIP (Fang et al., 2023) and the Q-Former from the BLIP-2 

(Li, Li, Savarese, & Hoi, 2023) for image feature extraction. Video clips formed by the sliding 

window are passed into the visual feature extractor, frame-by-frame. 
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Memory Consolidation 

The frame features held in the short-term memory buffer are merged into representative 

frames by the memory consolidation algorithm. These representative frames are stored in the 

long-term memory and presented to the LLM for response generation. The memory 

consolidation algorithm was built with the assumption that consecutive frames are often 

redundant and that videos can be understood with the set of most informative frames. Thus, the 

memory consolidation algorithm is built to reduce redundancy. 

Given a set of frame features, the memory consolidation algorithm calculates a metric 

between pairs of consecutive frame features. The pair with the highest score is merged and 

remains in short-term memory. Again, the metric between pairs of consecutive frame features is 

calculated, and the pair with the highest score is merged. This process repeats until only two 

frames remain. The remaining two frames are moved to long-term memory and the short-term 

memory buffer is cleared, ready for the frame features of the following video clip. An illustration 

of the baseline memory consolidation algorithm can 

be found in Fig. 2. Below are the different memory consolidation techniques we explored in this 

research. 

 

 

Figure 2 The core memory consolidation algorithm. 
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No Consolidation. To gain the impact the memory consolidation algorithm has on the 

model’s ability to perform well on the VideoQA task, we removed the memory consolidation 

algorithm altogether. Removing the consolidation algorithm allows us to compare the value in 

the Atkinson-Shiffrin memory model and determine whether the added model complexity is 

worth it. 

Cosine Similarity. This approach is shown in Alg. 1. The assumption behind this 

approach is that movies often contain scenes that are slowed down to emphasize a moment, but 

for video understanding, the movie can be understood without 

redundancy. 

 

Cosine Distance. Instead of merging frames based on what consecutive frame feature 

pair is most similar, we merge frames based on what consecutive frame pair is most different. To 

do this, we take the frame feature pair with the highest cosine distance instead of the highest 

cosine similarity. It was done assuming that this would improve the model’s ability to detect 

anomalies in videos. This approach is similar to Alg. 1, with similarity replaced by distance. 

Furthest Frame Pair. The goal of the memory consolidation algorithm is to merge the 

frames from the short-term memory buffer into representative frames that best capture the ideas 

presented by the video clip. Taking the two frames that were furthest from each other, without 
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requiring them to be consecutive, would present the two most distinct frame features from the 

video clip, as presented in Alg. 2. 

 

 

 

 

Large Language Model 

The baseline model uses 7 billion parameters Llama 2 (Touvron et al., 2023). More 

specifically, they use the Vicuna-7b-1.5, an LLM created by fine-tuning Llama 2. The LLM is 

frozen in this model and aligned with the video modality by a Q-Former as presented in BLIP-2 

(Li, Li, Savarese, & Hoi, 2023). We make no changes to the LLM used by the baseline model in 

our survey. 

 

Experimental Details 

Dataset 

To assess the VideoQA abilities of the modified model, we utilize the ActivityNet-QA 

dataset (Yu et al., 2019), a fully annotated, large-scale dataset for VideoQA. We evaluate the 

model’s zero-shot VideoQA capabilities via the evaluation process as the same as in Video-

ChatGPT (Maaz, Rasheed, Khan, & Khan, 2023). We also use this dataset to collect some 
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qualitative evaluations. Additionally, we use the UCF-Crime dataset (Sultani, Chen, & Shah, 

2018), which consists of untrimmed surveillance videos containing anomalies from 13 anomaly 

categories. This dataset does not support the VideoQA task, to evaluate the model’s ability to 

detect anomalies in videos. 

 

Evaluation Metrics 

The ActivityNet-QA dataset contains three types of questions, including motion, spatial 

relationship, and temporal relationship (Yu et al., 2019). The dataset conducts evaluation based 

on accuracy but expects only a “yes” or “no” response. Our model, however, produces human-

like, free-form textual responses and elaborates further than a “yes” or “no”. Thus, to test the 

accuracy of our model, we use GPT to compare our model’s responses to the ground truth as in 

other work (Maaz, Rasheed, Khan, & Khan, 2023). GPT scores are based on its subjective 

understanding of the question, the ground truth, and our model’s response. It means that the 

evaluation scores will vary on a run-to-run basis, as shown in Table 1, which is undesirable. This 

aspect of our evaluation of ActivityNet-QA is important to keep in mind. We note this gap in 

VideoQA evaluation methods as a topic that needs further exploration. 

Table 1. Evaluation Results Differ Run-to-Run 

Run Yes Count No Count Accuracy Score 

1 85 355 0.193 1.718 

2 95 345 0.216 1.875 

3 89 351 0.202 1.850 
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Quantitative Results 

Each modification to the model is quantitatively assessed using a subset of the 

ActivityNet-QA dataset. The accuracy metric represents the percentage of yes or no questions 

that the model answered correctly. Since our model generates more elaborate responses that do 

not explicitly state “yes” or “no,” we need a way to infer whether the model’s response implies a 

yes or a no to the input prompt. To achieve this, we used GPT to interpret our model’s response 

as a yes or a no and used this interpretation to determine the model’s accuracy. The score metric, 

provided by GPT, measures the semantic relevance of the model’s response to the input prompt. 

Of the two metrics, we believe that answering questions correctly is more critical in practical 

applications of VideoQA models. For that reason, our interpretation of the results values 

accuracy more than it does score. 

Of the methods we tested, the cosine similarity memory consolidation algorithm had the 

highest accuracy, outperforming the next best algorithm, the furthest frame pair, by 10%. The 

algorithm with the highest score was the furthest frame pair with a score of 3.00, followed 

closely by the cosine similarity with a score of 2.97. Results can be found in Table 2. Despite its 

lower score compared to the furthest frame pair algorithm, we conclude cosine similarity as the 

best operation for VideoQA models due to its significantly higher accuracy and nearly identical 

score. Our conclusion is also built upon our assumption that accuracy should be weighted more 

heavily than score when evaluating models for VideoQA. 

Table 2. Evaluation results on Activitynet-QA dataset 

Modification Accuracy Score 

No Consolidation 0.290 2.22 

Furthest Frame Pair 0.305 3.00 
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Cosine Distance 0.275 2.37 

Cosine Similarity 0.405 2.97 

 

Qualitative Results 

We gather qualitative results using both the ActivityNet-QA dataset to evaluate the 

general VideoQA capabilities of the model and the UFC-Crime dataset to gauge the anomaly 

detection abilities of the model. To evaluate the general VideoQA capabilities of the model, we 

prompt the model with generalized questions as shown in Fig. 3. In evaluating the anomaly 

detection abilities of the model, we tailor our questions to the anomalous event present in the 

video, as shown in Fig. 4.  

 The results from our qualitative analysis were promising. The responses from the 

Atkinson-Shiffrin memory model contained accurate information, for the most part. However, 

there was a problematic number of hallucinations or inaccurate information, leaving plenty of 

room for improvement in the model’s capabilities.  

 

Figure 3 Question and answer concerning a video from the ActivityNet-QA dataset. 
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Text in green is accurate information, text in yellow is unrelated or unclear information, and text 

in red is inaccurate information. 

 

Figure 4 Question and answer concerning a video from the UCF-Crime dataset (Sultani, Chen, 

& Shah, 2018).  

Text in green is accurate information, text in yellow is unrelated or unclear information, and text 

in red is inaccurate information. 

 

Conclusion 

In this work, we have demonstrated the potential of the Atkinson-Shiffrin memory model 

to enhance machine video comprehension when paired with an effective memory consolidation 

algorithm.  

In our quantitative study, the cosine similarity memory consolidation algorithm 

performed the best. However, we note that the metrics used, despite being standard among 

similar research, are undesirable as results rely on the subjective analysis of a large language 

model. We note this as an opportunity for future research to explore better, standardized 

evaluations. 

In our qualitative analysis, the models demonstrated good video understanding 

capabilities, but still included a troubling number of hallucinations. We hypothesize that the 
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model’s tendency to elaborate unnecessarily as an avenue for inaccuracies to be introduced in the 

model’s response but leave further exploration for another time. 

Vision-Language Models have become a topic of interest in machine video 

understanding. Our survey of memory consolidation algorithms builds upon previous research by 

identifying the best performing consolidation strategy for the Atkinson-Shiffrin memory model. 
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