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H0 = aberrant locations associated with summer land use will provide no greater a 

viewshed than either aberrant locations associated with winter land use or conforming 

locations associated with summer or winter land use. 

H1 = aberrant locations associated with summer land use will provide a greater viewshed 

that aberrant locations associated with winter land use or conforming locations associated 

with summer or winter land use. 

 Using techniques from the PERI report (Kay and Herrmann, 2005d), I will create a data 

layer of PERI indicating the areas associated with above average seasonal illumination and 

compare the respective viewsheds of the artifact distributions within the zones.  I have limited 

my assessment to the summer and winter seasons.  The original report assessed the summer and 

winter equinox as well, but there were few locations strongly associated with those seasonal 

zones.  Both the PERI report and mine include sizeable subsets with an indeterminate seasonal 

association.  I have excluded them from this assessment. 

 The first step in relating artifact distribution to seasonal land use is to create an aggregate 

layer for seasonal solar illumination.  The resulting layer is a categorical raster with 4 potential 

values: summer association, winter association, both summer and winter, and neither summer 

nor winter.  This raster is compiled after a multi-step process from a number of derived hillshade 

raster layers.  To identify area associated with summer, I created hillshade layers from the 25 ft 

DEM using azimuth and sun angle values that represent five different times of day: one hour 

after sunrise, mid-morning, noon, mid-afternoon, and one hour before sunset.  For consistency’s 

sake, these times of day and their associated azimuth and angel values were copied directly from 

the original PERI study (Kay and Herrmann, 2005d:27).  To combine these layers, I reclassified 

them into binary, 0 = low illumination, 1 = high illumination layers.  The decision values for 
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each time of day were selected by querying the values from one cell with moderate illumination 

throughout the day, neither excessively shaded nor excessively illuminated.  These five binary 

rasters were summed to create a 0-5 value cumulative summer radiance layer.  A zero value 

would indicate low illumination all day, a five would indicate moderate to high illumination all 

day.  The same process was exploited to create a cumulative winter radiance layer (similar to the 

cumulative radiance rasters from the PERI report [Kay and Herrmann, 2005d]).  I reclassified 

these layers into binary, and combined the two, producing the aggregate layer.  I considered the 

zones of no seasonal association and those of both summer and winter association as equally 

indeterminate.  I converted the zones of high seasonal radiance (summer and winter) into two 

separate polygons (Figure 8), which I used to extract the artifact locations into four groups: 

conforming winter locations, conforming summer locations, aberrant winter locations, and 

aberrant summer locations. 

 Again using the 25 ft DEM, I calculated the cumulative viewshed for each of the four 

subsets of the distribution.  A cumulative viewshed as calculated in ArcMap produces a binary 

raster of cells either “visible” or “invisible” to one or more of the observation points, using the 

line of site principle (Llobera, 2003, 2006; Tschan, 2000; Wheatley and Gillings, 2000).  Each 

cell does contain a value of “times seen”.  These values can be displayed with an ordinal scheme, 

showing areas of high and low visual prominence, but the assessment will primarily come from 

the area of the park visible from at least one observer.  The assessment that follows deals with 

the percentage of the park area represented by each season, the percentage of the artifact 

distribution associated with each season, and the percentage of the park area visible from each 

subset.  Tables 1 and 2 below compile these quantifications. 
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Table 1: Seasonal zones represented as percent area of park and percent of artifact 

distribution 

 

Table 2: Viewsheds represented as visible percent of park 

 Observing From  Percent of park visible 

Aberrant prehistoric locations, summer association 57% 

Aberrant prehistoric locations, winter association  43% 

Conforming prehistoric locations, summer association 26% 

Conforming prehistoric locations, winter association 18% 

All prehistoric locations, summer association 60% 

All prehistoric locations, winter association 49% 

 

 According to my calculations of seasonal radiation, the zones classified as summer 

accounts for 15% of the park area and 20% of the total artifact distribution.  The winter zones 

make up 7% of the park, and account for 6% of the total distribution.  Neither of these 

observations seem to indicate a disproportionate concentration of artifacts into a summer or 

winter zone.  However, incorporating the categorical distinction of high and low travel costs, 

patterns of seasonal association begin to emerge.  Forty-four of the aberrant artifacts fall within a 

summer zone, accounting for 25% of the aberrant distribution.  The apparent dispersion of 

aberrant artifacts in zones of the park associated with summer radiance would corroborate the 

assertions of the original PERI study.  Only 9 aberrant artifacts, 5% of the aberrant distribution, 

fall into the winter radiance zone.  To me this does not indicate a categorical avoidance of upland 

areas in winter, but it does reflect the more concentrated distribution associated with winter from 

the PERI survey.  Twenty-three artifacts conforming to the cost-distance model, 15% of the 

Seasonal 

Association 

Percent of 

Park 

Total Artifacts 

# / % 

Conforming Artifacts 

# / % 

Aberrant Artifacts 

# / % 

Summer 15% 67 / 20% 23 / 15% 44 / 25% 

Winter 7% 20 /  6% 11 / 7% 9 /  5% 
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conforming distribution, fit within the summer zones, and 11, or 7% fit within the winter zones.  

Neither of these observations indicate preference or avoidance of seasonally specific zones.  I 

would chalk it up to the success of the cost-distance model; efficient travel to water seems to 

accurately predict prehistoric land use, regardless of season. 

 It is quite plausible that visibility and seasonality are correlated variables of land use.  

Exploitation strategies vary throughout the year, and different activities require different 

perception of the landscape.  Without evidence of the ritual significance of particular landscape 

features, source locations for natural material resources, game tracking tactics, inter-group 

dynamics, or any other possible explanation for exploitation of the visual landscape, it is hard to 

say why these trends seem to emerge, but I can say that these trends are evident.  Observation 

from the aberrant prehistoric locations associated with summer land use accumulates a viewshed 

of 57% of the park.  When compared to the 26% of park visibility from the conforming locations 

of summer association, it is quite plausible that a more expansive viewshed confers some 

advantage to the upland areas.   The apparent correspondence is echoed with the prehistoric 

locations in winter zones: 43% of the park is visible from aberrant winter locations, while only 

18% is visible from the conforming winter locations.  This observation is a bit intuitive, the 

upland areas account for a greater land area in the park, their openness to the surrounding 

landscape and greater elevation immediately suggest a more expansive viewshed.  Perhaps more 

telling than the upland/ lowland distinction is the viewshed comparison of summer and winter 

zones.  Winter associated observation points return more restricted viewsheds, 49% of the park 

as compared to 60% of the park from summer associated locations (Figures 9 and 10).  I am not 

mistaking correlation for causation, but these viewshed area calculations do reflect the broad 

dispersion of artifacts associated with summer land use and the concentration of locations 
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associated with winter land use.  Ultimately, I would reject the null hypothesis.  Aberrant 

prehistoric locations associated with summer land use do appear to confer a more extensive 

viewshed to observers than the alternative sets of prehistoric locations.  To reiterate, this is not an 

attempt at full explanation, but the documentation of observations that visibility may have an 

influence on seasonal land use. 
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V. Discussion and Conclusions 

Post assessment considerations  

The varied results of this assessment are complicated to distill.  The finding of no 

significant difference between aberrant and conforming location groups for any of the assessed 

variables calls to question the variables’ effectiveness here, but I argue that the relative success 

in a predictive application, as well as a successful recombination with seasonal land use 

demonstrate some level of utility.  Both in this study and more broadly, I think elements of 

visibility, openness to the sky, and topographic presence on the landscape are variables that 

could produce powerful models of land use.  When combined with other quantifiable aspects of 

environment such as cost of travel to water and solar illumination, these landscape visibility 

variables may contribute to understanding of both the physiological and phenomenological 

human experience. 

Evaluating some issues that arose during the analysis portion of this project will help 

unpack what may have affected the success of this experiment and why I think landscape 

visibility could be developed into a powerful tool of land use assessment.  I will attempt to deal 

with these issues in ascending order of severity. 

Of minor concern is the issue of prehistoric locations as compared to prehistoric artifacts.  

I have used both throughout to indicate independently valid expressions of human activity.  In 

the regression and difference between groups analyses, locations with one artifact present were 

weighed equally to those with multiple.  The lack of temporal control (Kay and Herrmann, 

2005a, 2005d) perhaps means that artifacts occupying the same “location” do not represent the 

same instance of activity and therefore should receive weight as independent artifacts, rather than 
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as one location.  The redundancy of particular values may have altered the analysis, but the 

instances of multiple artifact presence were relatively few, and most likely would not have had a 

dramatic influence. 

I have already justified my exclusion of vegetation, here I would like to consider it as an 

important variable in landscape perception.  Again, assessment of prehistoric vegetation is an 

endeavor of tremendous magnitude (Gearey and Chapman, 2006), but vegetation is a key 

component of the environment (Bevan and Conolly, 2002, Tschan, 2000).  I do not think that its 

exclusion is so egregious to this study, but the visual impact of Oak forest giving way to rolling 

grassland (and other expressions of Ozark flora) should be considered moving forward. 

 Another issue of exclusion is viewshed itself as a variable in the regression assessment.  

It seems that a study of visibility would do well to utilize the tools of viewshed available in any 

number of GIS platforms.  I did in fact run a viewshed assessment of the conforming and 

aberrant prehistoric locations.  The results however were so un-telling and obvious that I did not 

even consider them as a viable variable.  The dispersion of aberrant locations about the park 

created a nearly complete “visible” section of the park, leaving only a few somewhat anomalous 

patches “invisible.”  A visual assessment of the cumulative viewshed emphasized the visually 

prominent areas of the park like Little Round and Elkhorn Mountains, while the northern slope 

or “backside” of Elkhorn remained relatively invisible.  However, the cumulative viewshed 

function assumes contemporaneity, and becomes cumbersome and un-practical with the 

inclusion of too many points, the aberrant and conforming viewsheds were nearly 

indistinguishable.  I would have liked to conduct a total viewshed of the park, one where each 

cell is treated as an observation point, and the percentage of the park visible from each cell is 

stored as that cell’s value (akin to visibility models discussed in Lake, Woodman, and Mithen 



 

46 
 

[1998] and Lee and Stucky [1998]).  I think the results of such a viewshed would have been 

more than helpful in this study of landscape visibility.  Such a calculation, however, would have 

required programming well beyond my capability and time well out of hand for this project.  

Another useful viewshed layer may have assessed directionality.  I suspect that many of the 

aberrant location values were stunted by their locations on the sides of hills.  The bench below 

Elkhorn summit is rife with cultural material (Kay and Herrmann, 2005d) and commands a 

respectable viewshed of the plain below, but not behind it.  Such topographic features likely 

influenced land use decisions, however, this is a problem suited for another assessment. 

Of deeper methodological and theoretical concern is the “black box” (Wheatley and 

Gillings, 2004) effect of some GIS tools.  I contend that a topographic measurement such as 

landscape openness is a viable form of assessing landscape perception.  The narrow range of 

values for the openness scores in my assessment are disappointing.  Landscape diversity may 

have come into play.  The demonstrations of openness in Yokoyama and colleagues (2002) are 

calculated on volcanic landscapes and regions with severe elevation changes.   Elkhorn and Little 

Round are called mountains, but the relief at PERI is not so drastic.  Whatever the cause for 

small, hard to interpret values, the point is I am unsure of it.  One criticism frequently leveled at 

GIS and its practitioners is the use of technology because it is there, despite a lack of 

understanding of the true power and operation of the tools (Wheatley and Gillings, 2000, 2004; 

Zubrow, 2006).  SAGA is an open source GIS with many contributors, most of whom are not full 

time GIS developers (saga-gis.org, 2015). The tools are not always well explained, the 

algorithms and processes are there and functional, but not readily apparent to the causal user.  

My understanding of topographic openness from its developers did not completely elucidate the 

calculation process in SAGA.  The only reliable citation on the process is Yokoyama and 
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colleagues (2002).  As previously mentioned, I still believe that visual landscape is an important 

factor in land use (Llobera 2003, 2006).  I also think that factors of the visual landscape could be 

more thoroughly examined in future efforts. 

Conclusion  

A result of no small consequence is the successful re-deployment of decade old survey 

data.  The reuse of shovel test records from a 4,300 acre NPS land holding stands as a testament 

to the thoughtful construction of the original undertaking.   The statistical relevance of the 

sample was well known (Kay and Herrmann, 2005a), but the flexibility of the dataset is 

remarkable.  While the variables I chose to represent landscape visibility did not produce much 

more than a suggestive predictive model, the fact that they were assessed using data which was 

collected with no regard to visibility or landscape openness demonstrates that a truly 

distributional dataset can eschew the particular, the anecdotal, and the specific to answer 

questions of broad applicability. 

I hope that by assessing differences (or lack thereof) in landscape visibility across a 

region, I have put some analytical weight behind an idea as intangible as perception of place and 

conception of landscape.  The effort is not to “correct” a physiological assessment with a 

metaphysical explanation, but to serve as an alternative perspective on land use not offered by 

such economically based models (Tilley, 1994).  A multi-faceted approach seems to produce a 

more holistic interpretation of land use, one less prone to criticism of reductionism, determinism, 

or lack of analytical merit.   

My goals were to demonstrate broad utility of well-designed research initiatives and to 

provide a counterpoint to the water transport economy model by explaining upland prehistoric 
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land use with an assessment of landscape visibility.  I think these goals have been realized, 

despite some setbacks with data availability and compatibility, as well as confirmation of my 

first null hypothesis.  The data set stood up to alternative application. I think that the introduction 

of visual landscape to the model of prehistoric land use at the Pea Ridge Military Park at the very 

least begins to combine a more phenomenological perspective with the traditional economic 

understanding.  As an aside, landscape visibility quite likely has had an effect on land use in 

more recent history.  Examining the strategic use of landscape, topography, and visibility during 

the Civil War battle at Pea Ridge could dramatically influence the understanding of the 

progression and outcome of that chapter of the conflict.  Such study is beyond the reach of this 

endeavor.  With some adjustment, however, I believe the techniques of landscape assessment 

utilized here could find practical application in the context of the Battle at Pea Ridge.  Likewise, 

adapted procedure for assessment of seasonal expression of prehistoric material at PERI and a 

continued effort to tweak the metrics of landscape visibility could open the door for some 

intriguing interpretations of land use at the park, and more broadly, the Ozark Highlands.   
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Appendix A: Histograms of landscape visibility variables and between groups t-test 

residuals from R Statistical Software. 

 

Histogram distribution of positive openness values at conforming prehistoric 

locations. 

 

 

Histogram distribution of positive openness values at aberrant prehistoric locations. 

  



 

55 
 

 

Histogram distribution of negative openness values at conforming prehistoric 

locations. 

 

 

 

Histogram distribution of negative openness values at aberrant prehistoric 

locations. 
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t.test for visible sky 

        Welch Two Sample t-test 

 

data:  ab and con 

t = 0.1057, df = 220.555, p-value = 0.9159 

alternative hypothesis: true difference in means is not equal to 0 

95 percent confidence interval: 

 -0.003299122  0.003673203 

sample estimates: 

mean of x mean of y  

 1.550356  1.550169 
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Appendix B: Predictive model regression residuals from LOGISTICREG module in 

IDRISI 

Regression Equation: 

 
logit(AB_B) = 48.1420 + 22.2302*neg_o + 928.5599*pos_o 14.4544*sky 

 

Individual Regression Coefficient: 

 

Regression Statistics: 
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Means and Standard Deviations: 

 

Classification of Sample Cases & Odds Ratio: 

 

Odds ratio = 7.7116 

 

Reclassification of Sample Cases & ROC (sample based computation when 

applicable): 

 
1) Select a new threshold value such that, after reclassification, the number of fitted 1s 

matches the number of observed 1s in the dependent variable. 

 

New cutting threshold = 0.4205 

 

Classification of Sample Cases & Odds Ratio by Using the New Threshold: 

 

Adjusted odds ratio = 4.8210, true positive = 77.17%, false positive = 29.03% 

 

2) ROC* result with 100 thresholds (sample based computation when applicable): 

ROC = 0.7479 
 

* ROC = 1 indicates a perfect fit; and ROC = 0.5 indicates a random fit. 


