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ABSTRACT

The studies of ferroelectricity (FE) are of technological significance because of the multi-

tude of applicable properties that ferroelectric materials exhibit. The mastery, and control of these

properties necessitate the knowledge of the fundamental physics governing these insulating mate-

rials.

In this dissertation I present the results of first-principles investigations of the behavior of the fun-

damental ferroelectric properties under strain, and in the presence of vacancies. In the first part

I introduce the important FE properties, their common behavior, and their numerous valuable ap-

plications. Following this background on FEs, a review of theoretical methods is presented with

topics such as: Density Functional Theory (DFT), Pseudopotential method, Berry Phase Calcula-

tion and Density Functional Perturbation Theory (DFPT). Further, new theoretical approaches are

introduced in this dissertation to enable the study of polarization for charged system.

In this work I report behaviors of polarization in rhombohedral (R3m) BaTiO3 (BTO) that do not

conform with intuition, or the current state of known behavior of epitaxially strained BTO. These

studies reveal a polarization that increases with tensile strain, instead of compressive strain, and

a polarization that is anticorrelated with an elongation of the out-of-plane axis. Additionally, the

studies indicate strain-driven phase transitions to R3c and Cm upon application of moderate epi-

taxial compressive (η = −1.75%) and small tensile strain (η = +0.375%), respectively. A simple

physical explanation, which can be extended to FE materials of the same symmetry, is also pro-

vided for this unusual FE behavior.

I also report the studies on the evolution of phonon modes of vibration under strain in tetragonal

(P4mm) BTO, revealing that careful analyses are necessary in the assignment of vibration modes

in strained system due to different mode ordering between unstrained and strained systems. The



splitting between Longitudinal Optical and Transverse Optical vibration mode is rigorously de-

fined in this work, and shown to depend on mode mixing. The evolution of important quantities

such as dielectric constant is also presented in this work.

Finally, the results of investigations on the influence of vacancies on ferroelectric and ferromag-

netic properties will be presented in this dissertation. First, the studies of vacancy formation energy

are highlighted, which shows the type and charge character of the vacancy that are most likely to

occur under any given growth conditions. Afterward, I present the effect of vacancies on polar-

ization and polarization switching in tetragonal BTO, demonstrating the relevance of polarization

change in charged polar system, and proposing a method of calculating the polarization and an

new polarization-switching pathway in FE BTO in the presence of charged vacancies. Then, I

reveal the possibility of vacancy-induced ferromagnetism in BTO, and the microscopic origin of

this ferromagnetism.
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1 Introduction and background materials

The discovery of the Seignette-electricity in Rochelle salt (KNaC4H406-4H2O) by Valasek

in 1921 [3] marks the beginning of the study of what is presently known as ferroelectricity. The

cause of ferroelectricity (FE) was elusive, at first, mainly due to the system’s complicated structure

and experimental limitations at the time, but with the advent of a much simpler system such as

BaTiO3 (BTO) in 1940, the study took considerable leap forward. The computational studies of

materials also evolved into an important field after the seminal papers by Kohn and Hohenberg [4],

and Kohn and Sham [5]. This evolution shed light into behaviors that were theoretically intractable

and experimentally inaccessible. Its ability to provide physical insights, macroscopic as well as

microscopic, with results and predictions matching closely the experimental data while making

minimal assumptions about the system prove to be the triumph of the computational approach.

The study undertaken is within the scope of the computational approach focusing on ferroelectric

materials.

1.1 Definitions and properties of ferroelectricity and related phenomena

1.1.1 Definitions of FE

The term ferroelectric (FE) describes an insulating material which exhibits a switchable

spontaneous polarization P. A spontaneous polarization is understood to be a nonzero polariza-

tion when there is no applied electric field (E-field). The switching between different equivalent

configurations is usually initiated by the application of an electric field (E-field). For a special
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class of material known as multiferroic, the magnetic field (B-field) can also be responsible for the

switching via the magnetoelectric coupling. Note that the term ferroelectric, which was first used

by Erwin Schrodinger in 1912, can be etymologically misleading for it is not necessary for a sys-

tem to contain ferrum or iron to show the ferroelectric behavior, as is the case of BTO. Instead, it

is dubbed accordingly because a similar behavior albeit magnetic, ferromagnetism (FM), has been

well known many centuries before and Fe is among the most famous ferromagnets.

1.1.2 Origin of FE

In 1944, the discovery of the first FE perovskite oxides BTO prompted further inquiries into

the ferroelectric phenomenon, most importantly the microscopic origin of FE. Before we elaborate

further on the subject, let us first describe the perovskite oxide structure. These compounds have

the chemical formula ABO3 where A and B are cations and O the oxygen atom. Common A and

B atoms are: {Pb, Ba, Sr, Ca, Bi} and {Ti, Zr, Fe}, respectively.

In the perovskite structure the A atom is located at the origin (0,0,0) or corner of the cube,

the B atom at the center of the cube
(

1
2

, 1
2

, 1
2

)
, and the Oxygen atoms form an octahedron by oc-

cupying the centers of the 6 cubic faces. An equivalent way to view the structure is to consider

that the A atom is surrounded by 8 O octahedra, each enclosing one B atom at their center. In the

tetragonal phase, in order to differentiate between the O atom sharing a plane with Ti and the O

atom at the apex of one of the half pyramids we label the O atoms as: O1 with the position
(

1
2

, 1
2

,0
)

in crystal unit; O2 whose position is
(
0, 1

2
, 1

2

)
or equivalently

(
1
2

,0, 1
2

)
. The perovskite structure is

depicted in Fig1.1.

Owing to its relatively simple structure, investigations of the microscopic origin of FE be-

came manageable. From a symmetry argument, the polarization P is present in system without
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Figure 1.1: A common tetragonal perovskite ABO3 with the A=Ba atoms occupying the corner of
the cube, the B=Ti atom the body center and the face-centered O atoms forming the octahedron,
O1 being the apical oxygen and O2 the O atom on the Ti-O base plane.

spatial inversion symmetry. The study of the origin of FE then focuses on what drives this sym-

metry breaking. In the early years, Slater [6] and Cochran [7], emphasized the importance of

the long-range (LR) Coulomb interaction and the delicate balance between the long-range and a

short-range (SR) interaction in driving the FE instability. The LR interaction favors ferroelectric

distortion while the SR interaction favors higher symmetry. The study by R. E. Cohen [8] pin-

pointed the microscopic origin of FE. Cohen demonstrated that the hybridization between the Ti

3d and O 2p electrons drives the FE instability in BaTiO3. In the study, when the hybridization

in question was inhibited FE distortion disappeared. This lead to the conclusion that in most per-

ovskite oxides, hybridization between the B cation and O is essential to FE. However in some

cases, such as PbTiO3 or BiFeO3, the cation A also plays a prominent role in the FE instability. In

a similar manner, the hybridization between the A-site cation’s 6p electrons and the 2p electrons

of the nearby O atoms can also cause FE distortion. In the case of PbTiO3 for example, Cohen’s

study [8] reported that the hybridization of the A cation and the neighboring O atoms enhances the

FE distortion already caused by the B-O hybridization.
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1.1.3 Properties of FE

Hysteresis curve

Hysteretic behavior is an idiosyncrasy of systems with memories, such as ferromagnets, or

ferroelastics. The so-called hysteresis curve may have various shapes according to the system, and

they contain valuable information about the system’s behavior upon application of the adequate

input. The FE hysteresis curve describes the behavior of the electric polarization P as a function

of the applied E-field and its past history. A common FE hysteresis curve is depicted in Fig.1.2.

-0.015 -0.01 -0.005 0 0.005 0.01 0.015

0

0.1

0.2

0.3

P

E

Ec Ec

Pr

Ps

-Pr

Eapp
Eapp

Figure 1.2: Ferroelectric hysteresis curve. The abscissa gives the applied E-field and the ordinate
shows the resulting polarization P. Evolutions of FE domains are also drawn to demonstrate the
macroscopic behavior of the system.

In general, the initial state of a FE material is a multidomain form, i.e the material has

different domains with different polarization orientations. For sake of argument we are going to

assume a zero net polarization and domain orientations as depicted in Fig.1.2.

Poling
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1. Starting at the (E=0,P=0)-point with the crystal in the multidomain form, we assume that an

E-field pointing up is applied as shown to the right of Fig.1.2.

2. When a small Eup is applied, up-domains increase at the expense of other domains. Under

such magnitude the system’s response is linear and the process is reversible, meaning if the

field is removed the system goes back to its initial state.

3. When large enough Eup is applied, the size of up-domain increases, the system’s response is

nonlinear, and the process is irreversible. This is mainly due to defects, which are known to

pin domain wall motion. [9]

4. Up-domains grow further, as larger field is applied, until the saturation point is attained, a

point where all the domains are up.

At the saturation point, the system is known as a monodomain crystal because of the homogeneity

of the polarization. The process of turning the multidomain system into a single crystal is called

poling. If the E-field is removed after poling, the system retains a polarization similar to the

saturation polarization but often lower, called remnant polarization Pr . The remnant polarization

Pr is the spontaneous polarization mentioned in the definition of ferroelectricity since it is the

polarization of the system at zero field.

Polarization reversal: In order to reverse the system’s polarization, at this stage pointing up, an

electric field oppositely oriented (pointing down) needs to be applied. In the Kolmogorov-Avrami

model of polarization switching (KA), [10, 11] the reversal of P occurs inhomogeneously and is

initiated by a nucleus formation that has P pointing down. In such model and its variants, such as

the Kolmogorov-Avrami-Ishibashi (KAI) [10, 11, 12] model, nuclei usually form around defects
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and they can grow sideways and in forward directions at a speed depending on the applied field

until the polarization of the whole system is reversed.

Hysteresis landmarks: In the hysteresis curve, the value of the electric field Eapp that makes

P = 0 is denoted as Ec (see Fig.1.2) and is called the coercive field. In an ideal, symmetric hystere-

sis curve the polarization changes sign abruptly at Ec . Therefore the notion of coercive field can

be understood as the value of applied electric field to switch the polarization of a FE system. The

area enclosed within a given hysteresis curve is proportional to the energy lost during a switching

cycle. This is known as the loss tangent of the device.

Let us remark that experimentally the value of the spontaneous polarization is never mea-

sured directly. It is rather the change of polarization ∆P that is measured during a switching process

and the value Pr is extrapolated from ∆P after symmetry has been assumed.

Potential well

Another important properties of FEs is displayed by the plot of the energy of the system

as a function of parameters, such as atomic displacements, strains, etc. The plot conveys infor-

mation on the system’s stability within a given range of the pertinent parameters. In order to plot

such relationship the energy is usually written as Taylor polynomials. Such Taylor expansion is

justified because the parameters in question describe small changes of the system. Ferroelectricity

is particularly characterized by a double-well potential as depicted in Fig.1.3. The conventional

parameter used is the off-center displacement of the Ti atom, usually denoted by u, related to P by

P = Z∗u, where Z∗ is the dynamical charge. The energy can be written as E =αu2 +βu4, taking

only even powers of u because of symmetry. The existence of two local minima means that there
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are two equivalent, degenerate ground state configurations for the system. As depicted in Fig.1.3,

these minima occur at uopt ,1 > 0 and uopt ,2 < 0. Note that the double-well is only present in the

case where α and β have opposite sign as evidenced in Fig.1.3. These two minima correspond to

values of P’s between which the system can be switched. In this case the process of polarization

switching, via application of E-field, is viewed as providing the FE system with enough energy

to overcome the barrier of the double-well potential. The potential well also shows a metastable

state, a state of unstable equilibrium given the negative curvature of the potential at u = 0.

Figure 1.3: Figure of a ferroelectric double-well energy (solid curve), a paraelectric single-well
quadratic potential (dashed curve), and the case for which β and α both have the same sign (dotted
curve). The atomic configuration of the unit cell at the extrema of the FE double-well is shown.

Temperature dependence and Phase transitions

Matter can exist in different state known as phase. These phases can exhibit particular sets

of symmetries and structures, and are stable within certain range of temperature and pressure. A

system can undergo a process known as phase transition where it changes its state. Elementary,
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and commonplace examples of phase transitions are solidification, evaporation, or sublimation of

H2O molecule. These changes in phase of matter can be instigated by various thermodynamical

parameters such as pressure, strain, temperature or chemical composition — For instance FE phase

transition can be induced in paraelectric (PE) SrTiO3 by substituting isotope O18 for O16. [13] In

the study of ferroelectricity, one cannot circumvent the topic of phase transition since FE itself is

a phase that appears below the critical temperature Tc known as Curie temperature, named after

Pierre Curie who discovered the critical point for magnetic system. For the sake of simplifying

the discussion we are going to assume a temperature-driven phase transition for our system, noting

that the argument can straightforwardly be extended to other parameter-driven transitions.

The important thermodynamic potential when describing a phase is the Gibbs free energy,

which is given by G =U +PV −T S, where U, P, V, T, and S are the internal energy, pressure, vol-

ume, temperature, and entropy of the system, respectively. The Gibbs free energy is by definition

the energy required to make room for the system in space, that is the mechanical work done by

the system (resp. on the system) on its entourage (resp. by its entourage). Phase transitions may

occur when two Gibbs free energies cross. These transitions can be classified according to the

differentiability class of the free energy, or the microscopic vs macroscopic behavior of the system

before and after the transition.

First-order vs second-order transition: The first categorization due to Ehrenfest stipulates that

a phase transition is of nth-order when ∂nG
∂λn , where λ is a thermodynamic parameter, is discontin-

uous. That is a phase transition is first-order or second order according to the continuity of the

order of the Gibbs free energy derivatives. One implication of this categorization is obtained if we

consider the Gibbs free energy dG = dU +d(PV )−d(T S) =V d p −SdT and assume that we have
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a first-order phase transition. Using the definition of first-order transition, we have:

dG

dT

∣∣∣∣
P,T=T+

c

6= dG

dT

∣∣∣∣
P,T=T−

c

, (1.1)

which can be evaluated to yield:

∆S = S(T −
c )−S(T +

c ) 6= 0. (1.2)

From Eq.1.2 we can conclude that a first-order transition is accompanied by a latent heat of trans-

formation as heat ∆S is given off or required for the system to transition to the new phase. Another

difference between the two type of transitions is related with the fact that the order parameter

changes discontinuously in the first-order phase transition and continuously in the second order

phase transition. This can be viewed as a consequence of the Ehrenfest characterization since the

order parameter, which stabilizes a given phase, is obtained from the equilibrium condition, which

in turn involves the first-order derivative of the free energy. It is for this reason that first and second-

order transitions are usually referred as discontinuous and continuous transition,respectively.

Order-disorder vs displacive phase transition: This classification of phase transition is related

with the macroscopic vs microscopic behavior of the system above Tc . This new classification can

be described as follow:

1. Order-disorder: A system is said to have an order-disorder phase transition when it shows

microscopic order below, and macroscopic disorder above Tc as its name “order-disorder”
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suggests. Simply put: 



Pi 6= 0, but
∑

i Pi

Ω
= 0 forT > Tc

Pi 6= 0, and
∑

i Pi

Ω
6= 0 forT < Tc ,

where Pi is the dipole moment of cell i , Ω is the unit cell volume. In other words, when

T > Tc perusal of the system evidences polarization at the microscopic level but they are

not macroscopically coherent enough as depicted in Fig.1.4. Thermal energy causes each

site to randomly tunnel through the barrier such that the macroscopic value of the P is zero

above Tc . Compounds such as NaNO3, NH4Br, NH4Cl display order-disorder phase tran-

sitions, [14] in such compounds phase transition is first-order because the distance that the

atoms in some unit cell have to move is quite considerable.

T<Tc

T>Tc

Figure 1.4: The behavior of unit cells of a given system in the order-disorder phase transition for
the ordered phase, T<Tc , and the disordered phase, T>Tc .

2. Displacive: A phase transition is displacive when microscopic ordering goes from nonex-

istent to existent as the system transition below Tc . The displacive phase transition can be

10



described as follow: 



Pi = 0, and
∑

i Pi

Ω
= 0 forT > Tc

Pi 6= 0, and
∑

i Pi

Ω
6= 0 forT < Tc .

Using ferroelectricity as an example, a displacive system shows no polarization microscopi-

cally above Tc , and evidences a ferroelectric distortion in each unit cell below Tc , shown in

Fig.1.5. This type of phase transition often requires the notion of soft-mode, a special mode

of atomic vibration that goes to zero (softens) as the temperature goes below Tc . Structural

phase transitions involve the condensation of this special phonon vibration as the tempera-

ture is lowered below Tc . During the soft mode condensation, the atoms are moved to a new

equilibrium from their previous equilibrium positions above Tc . This new equilibrium is in

accord with the displacement pattern of the soft mode vibration. Perovskite oxides, such as

PbTiO3 show instance of displacive phase transition. [14]

T<Tc

T>Tc

Figure 1.5: The behavior of unit cells of a given system in the displacive phase transition for the
ordered phase, T<Tc , and the disordered phase, T>Tc .
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Let us remark that this categorization of phase transition describes extreme situations. Some ma-

terials like BaTiO3 can show a mixed behavior of displacive and order-disorder phase transition.

Indeed Zhong, Vanderbilt and Rabe [15] reported that BaTiO3 displays both transitions but with

the order-disorder transition existing to a higher extent.

Thus far we have just taken phase transitions as a fact. Let us discuss a little bit about the

theory explaining why phase transitions do happen. To do so we revisit the fluctuation theory of

statistical mechanism. Thermodynamic quantities such as energy (U) and polarization (P) can fluc-

tuate within a small region around their average value 〈E〉, and 〈P〉, respectively. From statistical

mechanics the fluctuations of E and P are given by:

∆U = kB T 2Cv , (1.3)

and

∆P = kB T V χ, (1.4)

where Cv and χ are the heat capacity at constant volume and electric susceptibility respectively.

Normally these fluctuations are small but there are instances where they diverge. These divergences

occur in the vicinity of phase transition. To explain this singular behavior we take the dielectric

susceptibility for example. The susceptibility describes the system’s response to an applied electric

field and can be defined as χ= ∆P
∆E

, but P spontaneously exists in FE, and with ∆E → 0, χ→∞.

Landau phenomenology: Phase transitions can be described using the simple, yet powerful,

formalism devised by Lev Landau [16, 17] in an attempt to unify the theory of phase transition. [18]
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The premises of the Landau phenomenological theory are:

1. There is an onset of a thermodynamic quantity called order parameter, which can be used to

describe the phase of the system, as the system’s temperature is lowered below Tc — This

quantity gets its nomenclature from the fact that it becomes non zero as the temperature of

the system is lowered below Tc hence describing a state with lower entropy, therefore more

order.

2. Transition occurs between two phases which are symmetrically related, i.e it involves a spon-

taneous symmetry breaking.

3. In the vicinity of the phase transition, the microscopic behavior of the system ceases to be of

much relevance due to a long-range order.

The ansatz of the Landau theory of phase transition is the expansion of the free energy as a

Taylor polynomial of the order parameter. Intuitively when the temperature is lowered the system

has less kinetic energy hence the interactions involving the order parameter become more promi-

nent. The application of the Landau theory in FE materials is known as the Landau-Ginzburg-

Devonshire (LGD) theory or the Landau-Devonshire (LD) theory, and within the LD theory the

free energy is expanded as a function of the FE order parameter, which is the electric polarization

P .

F (P ) = a0 +a1P +a2P 2 +a3P 3 +a4P 4 +O (P 5
). (1.5)
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A symmetry-based argument such as F (P ) =F (−P ) implies that a2n+1 = 0, for any integer, in the

expansion of the free energy Eq.1.5,

F (P ) = a0 +a2P 2 +a4P 4 +O (P 6
). (1.6)

With the zeroth order term viewed as a reference energy level, the free energy can be simplified

further as:

F (P ) = a2P 2 +a4P 4 +O (P 6
). (1.7)

In order to guarantee the system’s preference of the ordered phase below the temperature T0, with

T0 ≤ Tc , a2 is made temperature dependent; by choosing the simplest parametrization of a2:

F (P ) =α(T −T0)P 2 +bP 4 +O (P 6
). (1.8)

Note that T0 < Tc for first-order transition, and T0=Tc for second-order transitions. From Eq.1.8

one can derive the order parameter’s temperature dependence by considering the equilibrium con-

dition, ∂F (P)

∂P
= 0. The equilibrium condition leads to values of P which optimizes the free energy.

∂F (P )

∂P
= 2P

(
α(T −T0)+2bP 2

)
= 0. (1.9)

A simple sign study of the free energy derivative yields:

The temperature dependence of the electric susceptibility can be derived by considering:

F (P ) = α(T −T0)P 2 +bP 4 +PE , where the expression of E(P), E = 2α(T −T0)P + 4bP 3, is de-

rived from the equilibrium condition. The electric susceptibility χ is obtained using χ= ∆P
∆E

∣∣
P=0

=
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P− 0 P+
2P - - + +
α(T −T0)+2bP 2 + - - +
F ′ - + - +
F ց ր ց ր

Table 1.1: Sign table of the free energy derivative with respect to polarization.

1
2α(T−T0)

, which is the Curie-Weiss law for FE.

The phase transitions of many FE perovskite oxides have been extensively studied espe-

cially the material of interest, BaTiO3. BaTiO3 is known to exhibit 3 phase transitions, one para-

electric (PE) to ferroelectric (FE), and 2 FE to FE transitions:

1. Cubic(Pm3̄m) (PE)→Tetragonal(P4mm) (FE) at Tc=393 K

with P = 18 µC m−2; [19]

2. Tetragonal(P4mm) (FE)→Orthorhomic(Amm2) (FE) at Tc=278 K

with P = 20 µC m−2; [19]

3. Orthorhombic(Amm2) (FE)→Rhombohedral(R3m) (FE) at Tc=183 K

with P = 22 µC m−2. [19]

Levanyuk-Ginzburg criterion: The Landau free energy expansion is taken in the neighborhood

of the critical region Tc , therefore its region of validity should only be in the vicinity of the phase

transition. The range of validity of LG theory is given by the Levanyuk-Ginzburg criterion:[20]

tc =
(

kB Tc

∆F (0)ξd (0)

) 2
4−d

, (1.10)
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where tc is the relative width of the critical region, Tc is the critical temperature, ξ the correlation

length of the order parameter, and d is the dimension of the problem. The L-G criterion in Eq.1.10

stresses the importance of ξ in determining the range of validity of LGD theory. Because of the

long range aspect of P in FE transition, the L-G criterion can be satisfied within only a small region

around the critical temperature.

Dielectric property

The discovery of BaTiO3 is historically linked with an extensive search of high-permittivity

materials for war-time technologies. [21] The sizable value of dielectric constant in FE materials

can easily be shown to relate to the FE phase transition. The dielectric constant is essentially the

response function of the medium to an applied electric field, and it is a function of the electric

susceptibility as defined by: ǫ ≡ ε0(1+χ), where ε0 is the permittivity of free space. Borrowing

from the previous section, it can be concluded that the dielectric constant reaches a large value

when the system is close to the FE transition.

One can also see this divergence of the dielectric constant starting from the Lyddane-Sachs-

Teller (LST) relation and using the idea of soft-mode condensation during a displacive transition.

The LST relation states that:

ǫ0

ǫ∞
=

ω2
L

ω2
T

, (1.11)

where ǫ0, ǫ∞ are the zero-frequency and high frequency dielectric response, respectively, the ω’s

are phonon vibration frequencies. Knowing that displacive FE transition involves a soft phonon,

meaning ωT → 0 as T → Tc , the LST relation implies that ǫ0 →∞.
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1.1.4 Related phenomena

Pyroelectricity

In defining ferroelectricity we had to mention the switchability of the polarization. This is

indeed important in distinguishing FE materials from the class of materials known as pyroelectrics.

A crystal is pyroelectric if it has a spontaneous polarization with a change in temperature, in the

absence of applied electric field and stress. This polarization is not necessarily switchable which

makes FE materials a subclass of pyroelectric materials. Thus a FE material is by definition a

pyroelectric material but a pyroelectric material is not necessarily FE. Thermodynamically, the

pyroelectric coefficient is defined as: γk
p = ∂Pk

∂T

∣∣∣
E ,σ

, where E and σ are the applied electric field

and stress, respectively. This is the primary pyroelectric coefficient. The other effects related

to temperature change, such as thermal expansion and consequently piezoelectric, give rise to

the secondary pyroelectric coefficient γ
p
s . By computing dP (T,η), γk

s can be shown to yield:

γk
s = d k,αβC

µν

αβ
αµν, where Einstein notation has been used, and the tensors d k,αβ, C

,µν

αβ
, and αµν are

the piezoelectric, elastic compliance, and thermal expansion coefficients, respectively. The inverse

of the pyroelectric effect is known as the electrocaloric effect and it implies a change in temperature

of the system induced by change in polarization. In Table1.2 we list the pyroelectric coefficients of

few materials selected from the entries of a table from [1]. It evidences the important pyroelectric

effect sustained by FE materials in comparison to regular pyroelectric materials.

Pyroelectric class Compounds (γp +γs )(µC K −1m−2)

Non ferroelectrics
ZnO -9.4

Tourmaline -4.0

Ferroelectrics
BaTiO3 -200

PbZr0.5Ti0.5O3 (PZT) -268

Table 1.2: Total pyroelectric coefficient, primary and secondary, of few notable materials, excerpt
of the table from [1].
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Piezoelectricity

Piezoelectricity is another effect related to ferroelectricity, which links P to the pressure,

or strain on the material. There are two different ways of expressing the piezoelectric effect at

zero electric field. The first relates Pα to strain ηβγ, this coefficient is given by the tensor e
βγ
α , by

Pα = e
βγ
α ηβγ. The second coefficient known as piezoelectric charge constant, or the piezoelectric

strain constant[22], relates Pα to stress σν as shown by: Pα = dν
ασν. The relationship between the

d and e coefficients can be realized using the Young modulus E as shown by:

e
βγ
α = ∂Pα

∂ηβγ
= ∂Pα

∂σν

∂σν

∂ηβγ
= dν

αE
βγ
ν . (1.12)

Once again we note that FE materials are de facto piezoelectric but piezoelectric materials

aren’t necessarily ferroelectric. In Table1.3 we list some coefficients of few piezoelectric materials.

The choice between the piezoelectric tensors d or e is a matter of convenience of measurement or

calculations with the most commonly used in application being the piezoelectric charge constant

dαβ. Table1.3 reveals once more, the strong piezoelectric response from FEs which is an order of

magnitude larger than that of regular piezoelectric materials such as tourmaline, GaN, or α-Quartz.

Piezoelectric Compounds d33 (pC N−1) e11 (C m−2) e33 (C m−2)

BTO ∼400 [23] 6.70 [24]
PZT 200-350 [25] 3.4 [26]
GaN 0.29 [27]

α-Quartz 0.171 [28]
Tourmaline ∼0.30 [29]

Table 1.3: Piezoelectric coefficients dαβ and eαβ of a few piezoelectric materials.
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Multiferroicity

Recently the study of mutliferroic materials have attracted a lot of attentions. The pos-

sibility of combining various order parameters offers a breadth of applications and a wealth of

interesting and valuable science. These type of materials exhibit more than one of the so-called

ferroic order parameter simultaneously. There are 4 different types of ferroic ordering with the first

one, ferroelectricity, being the main subject of our studies. The other three ferroic orders are :

• Ferroelasticity for which the existence of a spontaneous strain (η), in the absence of stress,

is the defining criterion.

• Ferromagnetism which exhibits a magnetization M in the absence of applied magnetic field.

• Ferrotoroidicity: a ferroic order which is characterized by an onset of the toroidal moment

below Tc . In the literature the toroidal moment is usually assumed to be the magnetic toroidal

moment although the electric toroidal moment is also a valid order parameter as first shown

by Naumov, Bellaiche and Fu. [30] The reason of this assumption resides in the fact that the

difference between magnetic and electric dipolar interactions is ∼ 1372, [31] which implies

a large dissimilarity in the size of the magnetic and electric vortices and consequently the

ease of its experimental realization. [32]

These ferroic orderings can coexist coincidentally, unrelated, or they can be related leading to

the classification of Type-I and Type-II multiferroics. [33] In the former class the orderings are

unrelated, meaning the coupling between both ordering is small, with the instance of BiFeO3 and

YMnO3 [33]. In the latter class, one ferroic order induces the other yielding a large coupling

between the order parameters, with the example of TbMnO3 [34] and TbMn2O5 [35].
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1.2 Applications of ferroelectric materials

The discovery of important FE materials have been closely tied to research of new mate-

rials for technological applications. Indeed FE materials with their various properties present a

plethora of technological applications. Let us begin this section by first considering one of their

straightforward applications that uses their dielectric properties.

1.2.1 Dielectric properties and Capacitance

From elementary physics, the capacitance of a simple parallel plate capacitor is given by

C = ǫA
d

, where ǫ, A and d are the permittivity of the filling material, plate area and the plate spacing,

respectively. From this simple expression the capacitance can be drastically increased to ∼ 3, or

4 orders of magnitude in comparison to an air-filled capacitors — the relative permittivity of air

is ∼ 1.001 — by filling the capacitor with FE materials, with Table1.2.1 comparing the dielectric

constants of a few semiconductors and some perovskite oxides. A large capacitance is desirable

Compounds ǫ11 (ǫ0) Measurement Temperature
BaTiO3 3,600 298
PbTiO3 200 Room Temperature
SrTiO3 332 298
BiFeO3 40 300

Pb3MgNb2O9 10,000 297
Si 12.1 4.2

GaAs 13.13 300

Table 1.4: Table comparing the permittivity of common ferroelectric materials and some com-
monly used semiconductors. [2]

for example in reducing the charging time of an RC circuits, or camera shutter mechanisms. It

quantifies a system’s ability to store more energy.
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1.2.2 Optical properties

Dielectric constant is also an important quantity for optical properties of materials. Other

quantities such as: index of refraction n =
p
ǫ, transmission, reflection, and absorption coefficients

all depend on the dielectric constant. The unusually large dielectric constant of FEs therefore

makes for an interesting optical properties of FEs. In fact BaTiO3 can be in used electro-optic appli-

cations. For example BaTiO3 crystals have been used for Second Harmonic Generation (SHG),[36]

or in the presence of defects such as Fe impurities or vacancies, they demonstrate photorefractive

effects.[37, 38]

1.2.3 Applications of pyro/piezoelectricity properties

FE materials naturally assume all the applications of piezoelectric and pyroelectric materi-

als because they are a subclass of both of these classes of material. Piezoelectric (resp. pyroelec-

tric) materials can transform mechanical (resp. thermal) signal into electrical signal and vice versa.

As such they find applications in contemporary technologies such as smartphones with their touch-

screens or pressure sensors, which makes use of the direct piezoelectric effect; temperature sensors

which relies on the pyroelectric effect, or small motors using the inverse piezoelectric effect. An

example of the latter application is found in the field of Atomic Force Microscopy (AFM), which

utilizes a piezoelectric material to guide the conducting tip to scan a given sample to an accuracy

of µm. As an electric signal is sent to the piezoelectric material, the later expands or contracts in

response to the field thereby moving the tips. Such technologies can be found in many instruments

requiring motion to a pinpoint accuracy such as moving the end of an optical resonator.

Piezoelectric materials can also be used as accelerometers. The principle is simple and it

21



requires a piezoelectric material in a housing subject to acceleration. As the housing accelerates

inertia causes the piezoelectric material to experience a pressure, translated into an electric sig-

nal, which is related to acceleration of the system. One can also take advantage of the special

relationship between crystallographic orientation and the polarization of some FE materials. The

anisotropy of a given FE crystal can be exploited to indicate a specific orientation, signaled by the

reading of a voltage resulting from a non-zero polarization. Once again, this orientation sensing is

already present in contemporary technologies such as smartphones, or tablets.

FEs can also be used in an array of detectors such as, Sound Navigation and Ranging

(SONAR). The acoustic waves’ reflection impinging on SONAR detectors will induce pressure on

the array of detectors. The resulting pressures are converted by each detector into an electric signal

which is in turn translated into an image of the targeted system. The sensitivity of FE materials to

phonon vibrations make them a good candidate for infrared (IR) imaging apparatus. The array of

IR detectors will produce different voltage according to the source temperature detected. One of

the benefits of using FEs in IR imaging resides in the fact that it can operate at room temperature

hence the possibility of uncooled IR detector arrays as opposed to other IR detectors, such as InAs,

requiring cooling. FEs have a main advantage over regular piezoelectric or pyroelectric materials

because the responses of FEs are usually few orders of magnitude larger than the responses of

piezoelectric or pyroelectric materials, leading to fine sensibility and low-energy actuation.

1.2.4 Switchable P and its applications

The application that FEs have been touted to have employs its very definition. The switch-

ability of P is paramount in the application of FEs as memory devices. Because of the long-range

aspect of the governing Coulomb interaction in FEs, which means small FE domains compared
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to magnetic memories, FE memories are high-density — A crystal of ∼12 nm corresponds to ap-

proximately 1 GB of memory with each unit cell contributing to one bit — and non-volatile. This

Non-Volatile Ferroelectric Memory is the ultimate application of FEs. Considering this applica-

tion, a binary number is associated to a polarization direction indicates, say 0 → |↑〉 and 1 → |↓〉.

The READ/WRITE process can be done using piezoelectric force microscopy (PFM) tips. [39] A

voltage applied through the tip imprints a given electric field orientation onto the FE domain. The

READ process can be done using the same piezoelectric tip where a given polarization orientation

during scanning induces a motion of the PFM tip, which in turn is translated into an electric signal

corresponding to the memory read.

Although FE memories have been used in various devices such as Japanese railroad fare

cards, [40] or Sony Playstation 2, there are nevertheless fundamental problems hampering its full

potential. Ideally, in the memory concept described above, each unit cell is considered isolated

from its neighbors. This is however not possible for P has a long range inducing a “cross talk”

between these cells thereby affecting the stored memories. [41] Another factor hindering the in-

corporation of FEs into electronic components is the large value of coercive Ec needed to switch

polarization for bulk systems ( 50kV /cm). [40] This problem however can be remedied by using

FE thin films but toward that end there is another crippling problem: the device size cannot be

decreased indefinitely without the FE properties paying the price. As FE sample size gets smaller

the depolarizing field becomes more and more considerable, ultimately inhibiting FE altogether.

In fact Junquera and Ghosez [42] determined the critical thickness of 26 Å for FE BaTiO3. So

despite the experimental ability to grow materials layer by layer, there a lower limit of the order of

7 unit cells in the allowable thickness for FE-based memory devices.

In 2008, scientists at Hewlett-Packard (HP) discovered the electric component called mem-

23



ristor. Although this component has been theorized to exist 23 years earlier, it wasn’t until recently

that it became an experimental reality. Memristors relates the magnetic flux to charge according

to the memristor equation: M = dΦm

dq
, where M, Φm and q are the memristance, magnetic flux

and charge respectively. Essentially they are resistors that retain history of previous charge flow,

and they are characterized by a pinched hysteresis. André Chanthbouala et al. [43] devised a FE

memristor by sandwiching FE materials between two metal electrodes in a so-called Ferroelectric

Tunnel Junction (FTJ). The FTJs used in [43] exhibited memristive behavior, evidenced by the

pinched hysteresis. It is shown in [43] that a control of vacancies in the sandwiched FE material

leads to control of a large tunneling electroresistance (TER), critical to the memristive behavior.

Multiferroics, more specifically the one combining electric polarization and magnetization,

can be very useful since they potentially provide the possibility of low-energy memory devices us-

ing the magnetoelectric coupling. In multiferrroic devices, memories can be stored as P and after-

ward read using magnetism. This avoids large magnetic fields required for the writing of magnetic

memories, permits a dense packing of memory, and also avoids problems with the destructive

reading of FE memories.[44]

In this section we have listed few state of the art applications of FE materials, showing

their impact in the technological realm. Nevertheless, applications of FEs are not solely bound

within the “technological fences” but rather surprisingly ubiquitous. Recently, Yuanming Liu et

al. [45] realized, for the first time, the presence of FE behaviors in the interior walls of porcine

blood vessels. This striking discovery may have an impact in the understanding, and preventing of

blood clots formation in human.
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now located inside the conduction states, and the conduction states are spin polarized while the

valence states are nearly not. Therefore, with the O vacancy we are dealing with a donor with

carriers being electrons, and the FM is caused by the spin polarization of electrons. Also note in

V0
O that the energy shift of the spin-up DOS component with respect to the spin-down component

is barely perceptible and much smaller as compared to V3−
T i

, which explains the better stability and

larger magnitude of the magnetization of V3−
T i

than those of the O vacancy in Table 6.1.

To obtain more microscopic insight that is responsible for the magnetism, we depict in

Fig.6.3(a)-(d) the contour plots of the real-space spin density ∆ρ(r) = ρ↑(r)−ρ↓(r), on the X Z

plane that contains the vacancy. The X Z plane is the ac plane in tetragonal BaTiO3. For V0
O1

,

two key conclusions can be drawn from Fig. 6.3(a). First, the spin density is distributed mainly

on the Ti atoms, and is contributed by the unbalanced spin-up and spin-down occupations on the

t2g orbitals. This can be explained by the fact that V0
O1

has an excess of two electrons compared

to V2+
O1

, and these additional electrons have to be placed on the low-energy conduction states that

are mainly the Ti 3d orbitals, hence the shape of the spin-polarized densities in Fig 6.3. Second,

the spin density is not localized near the vacancy, instead it spread out in the supercell. This

delocalized nature of the spin density reveals that V0
O

-induced ferromagnetism in BaTiO3 is due to

the itinerant electrons. It is worth pointing out that a 3×3×3 supercell is necessary to obtain the

correct spreading-out spatial distribution of ∆ρ(r). Using a smaller 2×2×2 supercell, we found

that ∆ρ(r) instead is rather localized near the vacancy, much like the one shown by Shimada et al.

for the oxygen vacancy in PbTiO3.

For cation vacancies (V3−
T i

, V2−
T i

, and V0
B a), Fig.6.3(b)-(d) show that spin polarization occurs

on the O atoms, and once again ∆ρ(r) spreads out in the supercell. The shape of ∆ρ(r) manifests

that mainly the O 2p orbitals are spin-polarized. This makes sense if we start from the nominal
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Figure 6.3: (Color online) Contour plots of ∆ρ(r) on the X Z plane that contains the site of vacancy
for (a) V0

O1
, (b) V3−

T i
, (c) V2−

T i
, and (d) V0

B a
. The X Z plane is the ac plane in the tetragonal BaTiO3.

charge state that resembles the perfect BTO, namely V4−
T i

or V2−
B a , in which the shells of all atoms

are filled, hence the O 2p orbitals. Now with charge states V3−
T i

or V0
B a , less electrons are in the

systems, thereby creating holes near the top of valence states which are mainly the 2p states of the

O atoms. Another notable feature about V3−
T i

in Fig.6.3(b) is that the p-like shape of ∆ρ(r) on the

O atoms and vacancy form a 1800 angle, implying that the 1800-degree spin exchange in play[29].

Combining Fig.6.2 and Fig.6.3, we thus see that the magnetism of the oxygen vacancy

originates from the spin polarization of the itinerant electrons at Ti t2g orbitals. The itinerant

theory of magnetism also applies to the cation vacancies, but instead we need to think in term of
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the non-localized holes. More specifically, the FM induced by V3−
T i

, V2−
T i

, and V0
B a are attributed to

the spin-polarization of itinerant holes at the O 2p orbitals.

Magnetism may be caused by (i) localized magnetic moment, where electrons are bound

only near the atom to which it belongs and the exchange interaction between electrons, with the

help of Pauli’s exclusion principle, cause the spin alignment or anti-alignment. This includes direct

exchange, superexchange or indirect exchange (RKKY, Zener double exchange). (ii) Delocalized

magnetic moment, where the interacting electrons causing the magnetization are the conduction

electrons. This is known as the itinerant exchange. This analysis is ultimately expressed by the well

known Stoner Criterion, which states that for a system with itinerant electrons to be ferromagnetic

the system must satisfy the criterion: U > 2
g (EF )Ω

, where U is the on-site Coulomb repulsion, g(EF )

is the density of states at the Fermi energy before spin-polarization, and Ω is the volume of the unit

cell.

6.3.3 Allowed temperature range for magnetism

The temperature range that ferromagnetism can sustain is, in terms of potential technologi-

cal applications, an important quantity. For instance, ferromagnetism existing at room temperature

or even higher are desirable. Different vacancy species create very different interactions and new

balances around the defect, and it is thus interesting to investigate the magnetic moment of which

vacancy may survive at high temperatures. To determine the temperature range that allows the

magnetism, we vary the smearing width σ to mimic the effects of temperature in the calculations

of spin-polarized band structure and magnetic moments, while the atomic positions are fixed at

their optimized locations. The obtained magnetic moments are depicted in Fig.6.4 as a function of

σ for V0
O1

, V3−
T i

, and V0
B a

.
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Figure 6.4: Magnetization as a function of the broadening width σ for V0
O1

, V3−
T i

, and V0
B a

vacancies.

Interestingly one common feature emerges for all three vacancies in Fig.6.4. That is, the

magnetic moment saturates at low temperatures, starts to decline at some transition σ value, and

then vanishes at high σ. This behavior can be intuitively explained by one electron in a two-level

system and the Fermi-Dirac distribution. The two levels are separated by a energy difference of ∆

due to spin polarization. When thermal excitation energy (kBT ) is much smaller than the energy

separation (∆), only one level is occupied, leading to spin polarization and magnetic moment. In

the opposite limit of kBT >> ∆, thermal excitation will occupy both levels, resulting in a spin

non-polarized system.
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Furthermore, we numerically find that the shapes of the three M ∼σ curves in Fig.6.4 can

be well described by

M = M0

1+e (σ−σ0)/d
(6.1)

where M0 is the saturated magnitude of magnetic moment at low temperature, σ0 the characteristic

transition point where M decreases to half of the saturated M0 value, d is the transition width. σ0

quantitatively indicates the high temperature limit up to which magnetism can sustain. M0, σ0, and

d are found to be respectively 0.25µB , 7.46 meV, and 0.84 meV for V0
O1

, 1.0µB , 83.7 meV, and

9.68 meV for V3−
T i

, and 1.0µB , 23.1 meV, and 2.03 meV for V0
B a . The saturated M0 values agree

well with the direct first-principle calculation results in Table 6.1.

As another key outcome, Fig.6.4 reveals that magnetism caused by oxygen vacancy can

sustain only at small σ; above σ= 10meV , M due to V0
O1

becomes practically zero, showing that

FM occurs only at low temperatures. In sharp contrast, ferromagnetism due to V3−
T i

is capable of

existing at much larger σ, up to 90 meV, indicating that FM of Ti vacancy sustains at much higher

temperature. This study thus predicts that the temperature range that magnetism can occurs differ

drastically for different vacancies.

6.4 Summary

Magnetism caused by intrinsic vacancies in ferroelectric BaTiO3 is a topic of fundamental

interest, and was studied using first-principles density functional calculations. We examined which

vacancy specie gives rise to magnetism, the influence of charge state on the induced magnetic mo-

ment, the microscopic origin responsible for the occurrence of the magnetism, and the temperature

range that the induced magnetism can sustain. The present study not only provides the needed
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and comprehensive understanding for vacancy-induced magnetism in ferroelectrics, it also settles

down key issues that are previously unclear. Furthermore, this work is useful to experimental-

ists in terms of providing knowledge on how to deliberately control the magnetism by controlling

which vacancy to appear under a certain growth condition (see Appendix). Our specific findings

are summarized in the following.

(i) FM can be induced by all three vacancy species in BaTiO3, and more specifically by

V0
B a

, Vq

T i
(q = 3−,2−,1−,0), and V0

O
. The existence of ferromagnetism is confirmed by both

unconstrained and constrained-moment calculations. Furthermore, as shown in the Appendix, by

tuning the chemical potential of the atomic and electron reservoirs, V0
B a and Vq

T i
are possible under

the O-rich conditions with Fermi energy near the VBM, while V0
O is abundant under the O-poor

condition with EF ≥ 2 eV.

(ii) The charge state of vacancy, often neglected previously in the study of vacancy-induced

magnetism, is found pivotal in terms of determining the stability of FM phase and the magnetic mo-

ment of vacancy. For instance, V2+
O and V1+

O are diamagnetic, whereas V0
O is ferromagnetic. Also,

the magnetic moments of V0
T i

and V3−
T i

, two different charge states of the same vacancy specie,

drastically differ; M is 3.5µB for the former and merely 1.0µB for the latter. Furthermore, our cal-

culation results demonstrate that the approach is invalid to judge vacancy-induced ferromagnetism

by counting the number of electrons.

(iii) The origin is different for cation- and anion-induced FMs. Ferromagnetism induced

by V0
O

originates from the spin polarization of itinerant electrons in the conduction states, with

spin density predominately located at Ti 3d orbitals. Interestingly, for this vacancy, the valence

states are nearly spin non-polarized. On the other hand, the magnetism induced by V3−
T i

and V0
B a is

caused by the spin polarization of itinerant holes, in which the spin density is found to be mainly
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located at at the O 2p orbital.

(iv) FM induced by different vacancy species can sustain at very different temperature

range. FM of V0
O

may sustain only at low temperatures, while that of V3−
T i

can exist at very high

temperatures. V0
B a is in between. This allowed temperature range is also consistent with the energy

gain ∆E of the FM phase in Table.6.1.

6.5 Appendix

In this Appendix we show how vacancies in BaTiO3 may be controlled during growth using

the chemical potentials of the atomic reservoirs and the Fermi energy of the electron reservoir. The

formation energy of a charged vacancy Vq

X
determines the vacancy concentration, and is given

by [25, 26, 27]

∆H[Vq

X
] = E (Vq

X
)+

[
µX +E 0

X

]

+q
[

EF +ε0
VBM +∆V

]
−E (ABO3) ,

where E (Vq

X
) is the total energy of solid with vacancy Vq

X
, E (ABO3) the total energy of perfect

solid, E 0
X the total energy of elemental solid of species X , ε0

VBM
the single-particle energy of

the valence band maximum of perfect crystal, ∆V the change in the average potential from perfect

crystal to the solid with vacancy, µX the relative chemical potential of atomic reservoir with respect

to the energy of elemental solid. EF is the Fermi energy of the solid with respect to the VBM in

solid with vacancy so that the chemical potential µe of electron reservoir equals EF +ε0
VBM

+∆V ,

knowing that mue and the Fermi level of the system must match at thermal equilibrium. According

to the tradition of defect physics,[25, 27] E 0
X

of elemental solid of species X is used as the zero

reference energy for chemical potential of atomic reservoir. ∆V is determined by the shift in the
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energy of the Ti semicore 3s orbitals, since this state has very little dispersion. Quantities µX and

EF control the probability of vacancy occurrence during an equilibrium growth.

µX must satisfy certain constraints to avoid the formation of secondary phases such as

BaO, TiO2 compounds or elemental solids during growth, as shown in Ref.[28]. We calculate

these constraints using Quantum Espresso, and the results are very similar to those in Ref.[28]

using a different DFT code, for instance, for a given µO, the width ∆ that µT i can vary is ∆= 1.69

eV in current calculation, close to ∆= 1.62 eV in Ref.[28]. In experiments, the chemical potential

of oxygen is often used to control the growth. We thus allow µO to change, and µB a and µT i

are determined by the constraints accordingly. For BaTiO3, µO can vary within µO ∈ [−5.7,0] eV.

We consider both the O-rich condition and the O-poor condition. Under O-rich condition (µO=0,

we choose µB a=-6.55 eV and µT i =-11.29 eV. Under O-poor condition (µO=-5.7 eV), we choose

µB a=0 eV and µT i =-0.73 eV. It should be understood that the µB a and µT i can vary within a width

of ∆. The formation energies of different vacancies are shown in Fig.6.5.

Vacancy concentration N [Vq

X
] is related to the formation energy ∆H(Vq

X
) by N [Vq

X
] =

N0e−∆H(Vq

X
)/kB T , where N0 us the number of atomic sites per unit volume. Carrier concentration

measurements on BaTiO3 with O vacancy gives a common value around[2, 3] 8 × 1018 cm−3.

Higher concentrations can reach 4.53×1021 (cm−3 ([5]) and ∼ 1020 −1021 cm−3 ([24]). Using the

common value of VO concentration, we estimate that the formation energy is about 1 eV using the

common annealing temperature around 1000 K. This suggests that vacancy is common and easy

to form when the formation energy is less than 1.5 eV. When formation energy is between 1.5 to 4

eV, vacancy is still likely to occur. On the other hand, if formation energy is above 4 eV, vacancy

is unlikely.

Fig.6.5 reveals the following: (i) Under the O-poor condition, and when E f is above 2 eV,
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V0
O1

is the lowest-energy charge state for oxygen vacancy with a low formation energy of xxx

eV, and is thus likely to form. As shown in Table 6.1, this V0
O1

vacancy gives rise to FM. (ii)

Under the O-rich condition, the formation energies of V4−
T i

, V3−
T i

, and even V2−
T i

are all quite close

when EF is below 0.8eV (see Fig.6.5e), and all these vacancies may likely occur. Since V3−
T i

and

V2−
T i

are ferromagnetic with strong energy gain (Table 6.1), Fig.6.5e thus demonstrates that it is

possible that the magnetism in BaTiO3 is caused by Ti vacancy, not by oxygen vacancy alone. (iii)

Similarly, under the O-rich condition and EF is less then 0.5eV in Fig.6.5(d), V0
B a

may also be

possible and will cause ferromagnetism. We thus conclude that all three vacancy species (V0
O1

,

V3−
T i

, V2−
T i

, and V0
B a), which are FM, are likely to occur when the chemical potential µO of oxygen

reservoir and Fermi energy EF are properly chosen.
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7 Coupling of the Electromagnetic Angular Momentum Density with Magnetic

Moments: Proof and Consequences

The angular moment density associated with an electromagnetic field is defined as [1]:

J = 1

c2
r× (E×H) (7.1)

where r is the position vector, E is the electric field, H is the magnetic field, and c is the speed

of light. Interestingly, it was first predicted and then experimentally demonstrated that the angular

momentum resulting from the integration of J over a volume can be transferred to microscopic

objects, causing these latter to rotate or spin [2, 3, 4]. This transfer occurs because of the conser-

vation of angular momentum between the electromagnetic field and the object, and has been put to

use to design original devices such as optical tweezers [5] or spanners [6, 7].

Bearing in mind the spin-orbit effect that couples the angular momentum of a particle with

its spin [8], it is legitimate to wonder if the angular moment density associated with an electromag-

netic field can directly couple with magnetic moments, and therefore produce a physical energy.

To our surprise, we are not aware that this fundamental question has ever been resolved or even

addressed in the literature! As a result, it is currently unknown if the direct coupling between the

electromagnetic angular moment density and magnetic moments can exist, and, if it does, what are

the physical consequences of such coupling.

The goal of this Letter is to resolve these questions. In particular, we analytically prove, by

studying a specific case involving magnetic vortices, that such direct coupling can indeed occur.

176



We then demonstrate that this coupling is at the heart of the recently proposed and subtle spin-

current model [9] in magnetoelectric materials (for which magnetic properties can be controlled by

electric fields, or conversely, electric properties can be varied by magnetic fields [10]). Moreover,

the direct coupling between the electromagnetic angular moment density and magnetic moments

also allows for the prediction of novel energy terms that can result in new physical effects. An

example of such effects is the occurrence of an antiferroelectricity-driven magnetic anisotropy.

Let us first demonstrate that the angular momentum density can directly couple with mag-

netic moments. For that, we start with the definition of the so-called magnetic toroidal moment, T

[12, 11]:

T= 1

2

∫
(r×M )d 3r , (7.2)

where r is the position vector and M (r ) is the magnetization field (which has the units of a mag-

netic moment per unit volume).

The magnetic toroidal moment is an important physical quantity, since it is, e.g., the order

parameter associated with magnetic vortices (see, e.g., Refs. [13, 14] and references therein).

Moreover, it is known [12, 11, 15, 10] that this toroidal moment can directly couple with the cross

product between the electric field and the magnetic field. There is therefore an energy of the form:

E = aT · (E×H) , (7.3)

where a is a constant. The existence of such energetic term allows, e.g., magnetic vortices to

be manipulated and controlled. For instance, the sense of rotation of the magnetic vortices (i.e.,

clockwise versus counterclockwise) can be switched by changing the direction of E×H – similar
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to the fact that an electric polarization can be switched by an electric field in ferroelectric materials

[16].

Inserting Eq. (7.2) into Eq. (7.3) for homogeneous E and H, and using associative proper-

ties of the mixed product, we get:

E =−a

2

∫
(r× (E×H)) ·M (r ) d 3r (7.4)

Equation (7.4) can be re-written by using the definition of the angular moment density (see

Eq. (7.1)) as:

E =−ac2

2

∫
J ·M d 3r , (7.5)

The existence of a dot product between J and M on the right side of this latter Equation

and the fact that the physical quantity on the left-side of Eq. (7.5) is an energy demonstrate that the

electromagnetic angular momentum density can indeed directly couple with magnetic moments to

provide an energy.

Having proved such important result, let us now use it to illustrate an example of a physical

effect that such coupling can induce. More precisely, what we have in mind here is to consider a

(multiferroic) material possessing both magnetic and electric dipoles around each lattice site, and

to reveal that the aforementioned coupling is at the heart of the so-called and recently proposed

spin-current model [9]. Let us denote as di the electric dipole existing on the lattice site i , and mi

and m j the magnetic moments centered around the lattice sites i and j , respectively. Following

Eq. (7.1), one can define an angular momentum density produced by site i and acting around site
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j as:

J = 1

c2
ri→ j ×

(
Ei→ j ×Hi→ j

)
, (7.6)

where Ei→ j and Hi→ j are the electric field and magnetic field produced by site i and acting around

site j , respectively. ri→ j is the vector joining the site i to any position contained in the (ionic)

volume, V, centered around the site j . For simplicity, we assume that such volume is a sphere of

radius Ri on (see Fig. ??). We can thus write:

ri→ j =Ri→ j +δr (7.7)

where Ri→ j is the vector joining site i to site j and δr is the vector joining site j to the tip of ri→ j .

Since, within the volume V, one can always find two points with opposite δr, the integration of

ri→ j around V gives:

∫

V
ri→ j d 3r =

∫

V
Ri→ j d 3r +

∫

V
δr d 3r =

4πR3
i on

3
Ri→ j (7.8)

since Ri→ j is a constant,
∫

V d 3r = 4πR3
i on

3
and

∫
V δr d 3r = 0.

Let us also assume that δr is much smaller in magnitude than Ri→ j (which is usually

justified since distances between ions are typically much larger than ionic radius). As a result,

Ei→ j and Hi→ j can be taken as constant at any point located inside the volume V and are equal to
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[1]:

Ei→ j = 1

4πǫ∞R3
i→ j

[
3
(
di ·ei→ j

)
ei→ j −di

]

Hi→ j = 1

4πR3
i→ j

[
3
(
mi ·ei→ j

)
ei→ j −mi

]
(7.9)

where ǫ∞ is the electronic dielectric constant, and ei→ j is the unit vector along Ri→ j .

Combining Eqs. (7.6) and Eq. (7.9) gives:

J = 1

16π2c2ǫ∞R6
i→ j

ri→ j ×
{
(di ×mi )−3ei→ j ×

[(
di ·ei→ j

)
mi −

(
mi ·ei→ j

)
di

]}
(7.10)

According to Eq. (7.5), the coupling between this angular momentum density and the

magnetic moment m j inside the volume V centered around site j results in the following energy:

Ei→ j =−ac2

2

3

4πR3
i on

(∫

V
J ·m j d 3r

)
, (7.11)

180



As detailed in the supplemental material, inserting Eq. (7.10) into Eq. (7.11), realizing that

m j can be taken as a constant inside V , and using Eq. (7.8), as well as properties associated with

cross and mixed products, we get:

Ei→ j = Ei→ j ,1 +Ei→ j ,2 +Ei→ j ,3 wi th

Ei→ j ,1 = − a

16π2ǫ∞R5
i→ j

(
di ×ei→ j

)
·
(
mi ×m j

)
,

Ei→ j ,2 = + a

16π2ǫ∞R5
i→ j

(di ·mi )
(
ei→ j ·m j

)
,

Ei→ j ,3 = − a

16π2ǫ∞R5
i→ j

(
di ·ei→ j

)(
mi ·m j

)
(7.12)

Such energy terms characterize the effect of site i on the magnetic moment at site j , and

similar expressions can be derived when considering the (reverse) effect of site j on the magnetic

moment at site i . Combining these two effects therefore gives:

Ei j =
1

2

(
Ei→ j +E j→i

)
= − a

32π2ǫ∞R5
i→ j

([
di +d j

]
×ei→ j

)
·
(
mi ×m j

)

+ a

32π2ǫ∞R5
i→ j

[
(di ·mi )

(
ei→ j ·m j

)
−

(
d j ·m j

)(
ei→ j ·mi

)]

− a

32π2ǫ∞R5
i→ j

([
di −d j

]
·ei→ j

)(
mi ·m j

)
(7.13)

Let us now consider the case for which the electric dipoles moments are homogeneous,

that is di = d j . In that case, it is trivial to show that the third term of Eq. (7.13) vanishes and that

the second term is minus half the first term, which therefore leads to the following energy:

Ei j =+b
(
di ×ei→ j

)
·
(
mi ×m j

)
, (7.14)
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where b is a coefficient equal to −a
32π2ǫ∞R5

i→ j

.

Remarkably, Eq. (7.13) characterizes the so-called spin-current model [9, 17], which is a

novel magnetoelectric effect that has been recently proposed to explain why a spiral spin structure

can generate an electric polarization [9] or how the existence of an electrical polarization can

lead to a magnetic cycloid [17] in multiferroics. In other words, our (straightforward) derivations

demonstrate that the direct coupling between the electromagnetic angular momentum density and

magnetic moments can be thought as being the origin of the “mysterious” spin-current model [18].

Interestingly, the (general) Eq. (7.13) can also reveal additional novel magneto-electric

equations and effects that have never been mentioned in the literature! For instance, let us consider

the antiferroelectric case for which di = −d j , with di and ei→ j perpendicular to each other. Let

us also assume that mi and m j have the same magnitude and both belong to the plane spanned by

di and ei→ j . In that case, the first and third terms of Eq. (7.13) vanish, and it is easy to prove (by

using equalities from trigonometry) that one has:

Ei j = a|di |m2

32π2ǫ∞R5
i→ j

sin(α+β) (7.15)

where α is the angle between di and mi , and β is the angle between di and m j . This novel en-

ergy term therefore desires (through its minization) the sum of α and β to be 90 degrees (270

degrees) if a is negative (positive). As a result, a collinear solution for a ferromagnetic material

will be to have mi and m j both making an angle of 45 degrees with respect to di , if a is nega-

tive. Similarly, a collinear solution for an antiferromagnetic material will be to have mi and m j

being antiparallel and mi making an angle of 45 degrees with respect to di , if a is positive. A

a result, Eq. (7.15) should influence the direction of the easy axis in ferromagnetic and antifer-
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roelectric materials, and will also affect the preferred direction of the antiferromagnetic vector in

antiferromagnetic and antiferroelectric materials. In other words, Eq. (7.15) can be seen as char-

acterizing an antiferroelectricity-driven magnetic anisotropy, which is a novel effect to the best of

our knowledge.

In summary, this Letter first proves that the electromagnetic angular momentum density

can directly couple with magnetic moments (this proof was done here by considering the magnetic

toroidal moment and its interaction with the cross-product of the electric field and magnetic field).

Secondly, we also demonstrate an important consequence of such coupling, namely the existence

of the so-called spin-current model in multiferroics [9]. Thirdly, we show that this direct coupling

also leads to the prediction of novel magnetoelectric features (e.g., an antiferroelectricity-driven

magnetic anisotropy). Moreover, the Supplementary Material also reveals (in a simple and straight-

forward manner) that this coupling can originate from spin-orbit and relativistic effects, and can

involve a striking product between spin-orbit interactions and electric potential – that also naturally

arises from perturbation theory at the second order. Because electromagnetism is fundamental to

many branches of physics, chemistry and engineering, it is likely that this direct coupling will ex-

plain other subtle effects or will be useful in discovering other novel phenomena in diverse fields

of research such as optics, condensed matter, material science, and device physics. We therefore

expect that this work would be of great interest and benefit to the scientific community at large.
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8 Conclusion

The first-principles studies of FE materials under strain and in the presence of vacancies

reported in this dissertation revealed interesting behavior of polarization P. It was first reported that

strained (111)-BTO exhibit a polarization whose behavior is peculiar and unusual with regards to

the more familiar polarization behavior of (001)-BTO. The significant differences, namely: (i) the

decline of P under compressive epitaxial strain; (ii) the positive piezoelectric coefficient e31 in

(111)-BTO, as opposed to the negative e31 of (001)-BTO lead to a rethinking of the basic intu-

itions in FE materials, and also the realization of the difference in the microscopic interactions

responsible for ferroelectricity in (111)-BTO and (001)-BTO. A strain-induced phase transition,

and an accompanying large piezoelectric response, is also shown to occur at η=−1.75%. The out-

of-plane polarization Pout is also shown to increase with tensile strain, and this is technologically

advantageous especially when (111)-BTO is interfaced with other functional materials of the same

symmetry such as: topological insulators, semiconductors, magnetic manganites, etc. A simple

physical explanation was also provided pertaining to the difference in ferroelectric behaviors of

the two oriented BTO.

I also reported in this dissertation the theoretical study, using density functional perturba-

tion calculations, of Brillouin zone-center phonon mode sequencing in strained tetragonal (P4mm)

BTO. It is evident from the results presented here that strain affect the mode sequencing — the

most striking result occurs at η = −2.5% — by causing various phonon modes to mix. Large fre-

quency shifts occur even for modes that are not soft and they are shown to be mostly linearly

dependent with strain, except in the case of A1(TO3) and A1(LO3) where nonlinearity cannot be
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ignored. The importance of mode mixing has also been determined and shown to greatly influence

LO-TO splitting. One immediate area to which these results may pertain is in the assignment of

spectroscopic peaks, where FE are usually strained.

In our studies of the factors affecting FE behaviors, in this dissertation we highlighted that

defects such as vacancies can be deliberately inserted in FEs by carefully tuning the chemical

potential of atomic or electronic reservoirs during growth. They can also occur unintentionally

despite the care taken in choosing the most optimal growth conditions. The theoretical calculations

reported here demonstrate that various charged vacancies can occur and they can lead to different

functional materials. For BTO with V2−
B a , V4−

T i
, or V2+

O1
vacancies, the system remains insulating

without major changes in its FE behavior — polarization and polarization switching. Surprisingly,

all three type of vacancies have similar polarization and polarization switching energy barrier. We

have demonstrated and successfully introduced new calculation methods required in the study of

polarization and polarization switching of FE materials in the presence of charged vacancies.

Additionally, we have demonstrated that depending on the charge character, vacancies such

V0
B a

, Vq

T i
for q={3-;2-;1-;0}, and V0

O
can induce ferromagnetism in BTO. We have shown that

careful tuning of the chemical potentials of atomic and electron reservoirs can induce different

ferroic ordering in FE BTO. Fundamentally, by study of spin resolved charge distribution as well

as density of state near the Fermi level, we have pinpointed the microscopic origin of the FM, to be

the itinerant carrier (holes, or electrons) introduced by the vacancy. The FM has also been shown

to persist at high temperature.
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A Pseudopotential derivations

A.1 Inversion for Trouiller-Martins construction

Applying Eq.2.40 to Kerker’s construction gives:

V PP
scr,l [ρ,r ] = ε− l (l +1)

2r 2
+ 1

2r l+1ep(r )

d 2
(
r l+1ep(r )

)

dr 2
(A.1)

We can compute the last term using Leibniz general product rule:

( f g )
(n) =

n∑

k=0

(
n
k

)
f (k)g (n−k)

, (A.2)

where A(n) means the n-th derivative of A. We have:

d 2
(
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r 2

]
(A.3)

where p ′(r ) = dp(r )

dr
and p ′′(r ) = d2p(r )

dr 2 . Now using p(r ) = c0 +
n∑

i=2

ci r i , after simplification of the

r−2 terms and factorization we recover Eq.2.41.

194



A.2 Inversion for Bachelet-Hammann-Schlüter construction

To demonstrate Eq.2.42 we start with:

V̂2 j = ε− l (l +1)

2r 2
+ 1

2w2 j

d 2w2 j (r )

dr 2
. (A.4)

We first compute
d2w2 j (r )

dr 2 using Leibniz rule, which gives us:
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Using the definition of the cutoff function f
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, we have
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Using Eq.A.6 in Eq.A.5 yields:
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which upon further development and calculations yields:
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So Eq.A.1 becomes:

V̂2 j = ε− l (l +1)

r 2
+

γ j

2w2 j

(
w ′′

1 j +δ j
l (l +1)r l+1

r 2
f

(
r

rc

))

+
γ jδ j

2w2 j

r l+1

r 2
f

(
r

rc

)(
λ2

(
r

rc

)2λ

− (λ(λ+1)+2lλ)

(
r

rc

)λ)
. (A.9)

Given that w1 j (r ) obeys the equation:

w ′′
1 j (r ) =

(
l (l +1)

r 2
−ε+V1 j

)
2w1 j , (A.10)

the third term of Eq.A.9 becomes:
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When results in Eq.A.11 is combined with the fourth term
γ jδ j

2w2 j

l (l+1)r l+1

r 2 f
(

r
rc

)
, we have:

ξ =
γ j w1 j

w2 j
(V1 j −ε)+ l (l +1)

w2 j r 2
γ j

(
w1 j +δ j r l+1 f

(
r

rc

))

=
γ j w1 j

w2 j
(V1 j −ε)+ l (l +1)

r 2
, (A.12)

where the definition of w2 j has been used to simplify the expression of ξ. Now using results of

Eq.A.12 in Eq.A.9 we end up, after simplification, with:
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Using the identity γ j w1 j = w2 j −γ jδ j r l+1 f
(

r
rc

)
and after some simplifications we obtain Eq.2.42.
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B Berry phase

B.1 Discrete formulation of Berry phase

Let us consider two wavefunctions
∣∣ψs

〉
, and

∣∣ψs+1

〉
that obey the adiabatic approximation.

By the adiabatic theorem,

∣∣ψs+1

〉
= e i∆ϕs,s+1

∣∣ψs

〉
, (B.1)

from which

i∆ϕs,s+1 = ln
〈
ψs

∣∣ψs+1

〉
, (B.2)

and

∆ϕs,s+1 =ℑ ln
〈
ψs

∣∣ψs+1

〉
. (B.3)

If we now consider more than two points in parameter space, that is we assume:
∣∣ψs

〉
,...,

∣∣ψs+i

〉
,...,

∣∣ψs+n

〉

the resulting phase difference becomes:
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〉
. (B.4)

Knowing that the fermion many-body wave function |Ψ〉 is expressed as a Slater determinant of

one-body wave functions
∣∣ψi

〉
, |Ψ〉 = det

∣∣ψi

〉
, where i is an electron index. We can thus express

the overlap between the many-body wave function as:

SΨ =
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Ψξ

∣∣Ψξ′
〉
= det
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∣∣)det
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. (B.5)
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By using the one-electron overlap matrix Smn(ξ,ξ′) we have:

〈
Ψξ

∣∣Ψξ′
〉
=

∏
detTr S(ξ,ξ′). (B.6)

When used in conjunction with Eq.B.6, Eq.B.4 reproduces the desired discrete formulation of

Berry’s phase in Eq.2.83.

199


