








Figure 4.9: Nucleation of intermediate pores from vacancy diffusion. Two cases are exhib-
ited here: in (a), pores are nucleated from vacancies soured from the small pore regions. In
(b), no pores are nucleated.
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T=100

Figure 4.10: A large pore grows, partially as a result of free vacancies sourced from small
pores. The evolution here is common in the bimodal configurations and is believed to
contribute to their superior resistance to densification. Images from T'D = 92% and y = 60.
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x = 100 configuration experience rapid porosity loss across the configuration space. This is
consistent with real-world behavior at annealing conditions; the elevated temperatures drive
vacancy diffusion until eventually all pore space is lost. In the y = 0 case the behavior is
the same, but the larger initial pore sizes mean that the interfaces are more energetically
favorable than the smaller ones, resulting in more annealing time required to eliminate
them. In fact, we observe that many systems at this x value do not reach the fully dense
state by the end of the simulation time. The bimodal configurations, best exemplified by the
configurations with y = 40 and x = 60, in all cases outperformed the baseline monomodal
structures (x = 100) in regards to their porosity loss rates.

At T'D = 94%, significantly larger error bars for x = 0 made comparison between it
and the bimodal configurations difficult. The error observed is attributed to two primary
effects. The first is concerned with the random placement of the voids, captured in two error
parameters. The first of these parameters is the average spacing between pores (Figure 4.14).
For the TD = 94% case, the variance in this parameter is greatest, and is believed to help
contribute to the variation in observed shrinkage rate. Another parameter of interest is the
average distance of pores to the surface of the fuel (Figure 4.15). Again, the TD = 94%
cases exhibits the greatest variability.

While these parameters explain some of the noise exhibited in the data, the primary
cause is believed to be the simulation size and corresponding surface effect. Because the
diffusion path is relatively short, any deviation among configurations will have a strong
influence on the overall kinetics of the system. To remedy this problem, more samples
of the current size could be run, in the hopes of establishing a more consistent dataset.

Also investigated is an increased system size, but hardware limitations require a reduced
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parameter space. Given the current analysis, the trends are sufficiently resolvable among

the configurations of greatest interest that additional runs were not strictly required.
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Figure 4.11: Area change rate at TD = 92%. The x = 100 case experiences rapid loss of
porosity in comparison with y = 0, owing to the smaller pore size. The intermediate cases,

x = 40 and 60, follow the y = 0 behavior, although significant pore area is taken by the
small pores.

4.3.2 Vacancy Concentration

In Figures 4.16, 4.17, and 4.18, the vacancy concentration throughout the entire
system is averaged, excluding regions that are classified as pores. With this, we have a
measure of the solution concentration of vacancy sites within the fuel body, and can make
observations about the diffusion of these vacancies and their subsequent transport. Starting
again with the y = 100 case, we see a rapid initial spike in the dissolution concentration,
followed by a reduction to a small constant value as nearly all the vacancies migrate to the

fuel’s outer surface. At this point (around T=40 for most cases), the systems have reached
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Figure 4.12: At TD = 94%, there is significant noise in the x = 0 case. Trends for the
other x values at this TD are consistent with their analogues, however.
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Figure 4.13: T'D = 96% shows bimodal configurations that outperform the y = 0 case in
long term behavior. Here, the x = 100 experiences the most rapid loss of porosity.
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Figure 4.14: The interpore error metric, showing the average variation on the distance
between large pores at initialization for each configuration. The variation shows little ap-
plicability to shrinkage kinetics, but highlights the TD = 94% case in that the greatest
variability is seen here. This helps elucidate the noise seen in the shrinkage behavior for this
case.
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Figure 4.15: Here, the average distance of a large pore to the surface of the system is shown
at initialization. Again, the greatest variance is seen for the T'D = 94% case.
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the fully dense state, with very few vacancies remaining.

This behavior is contrasted with the y = 0 case, where the sharp increase in concen-
tration is subdued, and a longer “tail” exists where the vacancies remain dissolved within
the fuel for some time. A spike is expected, of course, owing to the sharp interface created
by the initialization algorithm. An interpretation of this behavior considers the surface of
the pores at the initial state. High gradients drive the vacancy sites from the pore surface
into the bulk fuel region. As these vacancies migrate away, the pore surface area decreases,
resulting in progressively lower available reaction surface area, slowing pore shrinkage. As
the system is evolved, more and more vacancies are removed from the pores, until with suffi-
cient annealing time all are lost and the pores are destroyed. The fact that these large pores
are capable of persisting for extended periods of time is noted.

At intermediate x values, the advantage provided by the large pores is remarkable.
Specifically, the bimodal configurations show spiking that is very similar to the magnitude
experienced by x = 0, even though half of the pore area is occupied by small pore regions.
As the small pores dissolve (a fact that is visually evident), the vacancies sourced from these
regions are not immediately lost to the environment. The fact that the average vacancy
concentration is higher suggests one of two behaviors: the vacancies congregate at the large
pores, or quickly escape the fuel system. The compacts’ exhibiting lower shrinkage rates
seems to negate the second idea, and the frequent growth of the large pores supports the
first theory. Furthermore, the long term behavior of the vacancy concentration is also similar
to the y = 0 case. This indicates that considerable void space still exists within the fuel,
and is being removed at considerably lower rates.

In all but one data series, the error observed here is minimal. The exception is with
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Figure 4.16: Measured in non pore regions, the average vacancy concentration spikes at
early time steps in the x = 100 case, leading to large vacancy diffusion gradients and sub-
sequently rapid transport.
The persistence of porosity is evidenced by the higher sustained vacancy concentration at
extended time steps. Data shown for the T'D = 92% case.
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The effect is not as pronounced for the other configurations.

Figure 4.17: At T'D = 94%, high variance is again observed for the y = 0 case. The other
configurations show good precision, however. The behavior otherwise follows the T'D = 92%

case.
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Figure 4.18: The bimodal configurations (xy = 40 and 60) perform as good or better than

the x = 0 case at T'D = 96%. Full densification occurs earlier than the other TD cases
(when the plots reach an asymptote), owing to the low total initial porosity.

the TD = 94, x = 0% case. This error is again attributed to the random placement of the

pores and small relative system size.

4.3.3 System Size Parameterization

All results shown to this point are for systems with the same Diameter, namely D =
1024 (dimensionless length units). We have stated previously that the size ratio between the
large pores and the total system size is low ( 107!), and wish to explore other system sizes to
understand if surface effects are contributing to our observation of the bimodal effect. Table
4.1 describes the configurations simulated; specifically, systems with sizes both halved and

doubled in comparison to the original size are simulated.
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Figure 4.19: At a reduced system size of D = 512, rapid densification for all systems is
observed. This is expected, as the average distance a vacancy must travel to escape the
system is reduced. The bimodal configuration (x = 60), continues to follow the behavior of

x = 0.

Relative Cross-Sectional Area

O'940 20 a0 60 80 100
Simulation Time-Step, T

Figure 4.20: Doubling the system size (D = 2048) shows the bimodal configuration contin-

uing to outperform the monomodal case. All systems exhibit slower kinetics than the base
system size, owing to the much large diffusion path required.
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System Size Parameters

D =512 TD=92, x = 0,60,100

D =1024 All configs.

D = 2048 | TD=92, x = 0,60,100

Table 4.1: Size parameterization space.

4.3.4 Discussion

Configurations with only small pores represent a microstructure that can be fabricated
using standard sintering techniques. Densification in these configurations is rapid, both
from experimental experience, and from the results of this simulation. The initial high
total surface area of the pore-solid interface results in considerable excess interfacial energy.
This imbalance drives the production of large diffusion gradients that enable rapid vacancy
dissolution and subsequent transport to the surface of the body. Because regions of pore
re-nucleation are relatively sparse (in terms of the area they subsume, rather than their
frequency of occurrence), the diffusion pathway for vacancies is rather direct, and combined
with large diffusion gradients results in rapid transport and the resulting densification.

With purely large pores, we again consider the location of vacancies, but must be
reminded that most of them are located in the interior of the large pores. Thus, the quantity
of vacancies available for diffusion is limited by surface area of the evolving pores. Fur-
thermore, relative stability of the lower curvature interface results in pores with greater
longevity. The corresponding total driving force given to the transport of the vacancies is

considerably lower for the duration of the simulation, resulting in lower densification rates.
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This result is also intuitive; larger pores are expected to require longer annealing times to
eliminate. Occasional re-nucleation of intermediate pores or temporary growth of existing
pores is observed, and further slows the densification process.

The bimodal cases of greatest interest are at x = 40 and 60. Here, we see that
the small pores present in these systems are quickly eliminated, just as for the x = 100
case. The existence of large pores in these structures inhibits transport of their vacancies
in two ways. In the first, vacancies that are bound for the surface of the system are often
interrupted in their straight-line path out of the system. This has the effect of increasing
the diffusion length required for their removal. Secondly, some vacancies are absorbed into
large pores after being dissolved in the fuel matrix. Clearly, these vacancies will require
much longer to complete their diffusion out of the system, as large pores are often stable
for considerable time. We can see from Figures 4.16, 4.17, and 4.18 that at y = 100, a
considerable spike in vacancy concentration is associated with the large diffusion gradients
and rapid transport of the vacancies. These spikes are considerably subdued in the bimodal
cases, even though significant total pore volume is occupied by the small pores. This fact,
that the existence of large pores impedes the ability of vacancies sourced from small pores to
freely diffuse within the system, is the key benefit of the bimodal pore structures simulated.
The bimodal configurations also show increased values of vacancy concentration at extended
simulation time. The result here is somewhat counter-intuitive: the existence of gradients,
while detrimental at early time steps, is evidence of continued porosity transport at longer
annealing time. The bimodal configurations are slower to eliminate these gradients, and thus
densify over a much longer period of time than the xy = 100 case.

The results of the size parameterization study are encouraging. The systems originally
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simulated have on the order of 1000 total pores (in the case of xy = 100), whereas realistic fuel
pellets have millions of pores to reach the equivalent porosity. This discrepancy is a cause of
concern in that the systems simulated may be exhibiting the improved densification behavior
purely as a consequence of surface effects. From Figure 4.19 and 4.20, we continue to observe
the bimodal configurations outperforming those with no porosity control. Particularly, we
see no trend in the improvement as the system size is varied. Interestingly, the bimodal
configuration outperforms the y = 0 case by a significant margin. The cause of this is not
clear, although we caution that in the parameterization, fewer total runs are performed.
Fabrication routes for production of the bimodal configurations are under current
research, as mentioned in the literature review. The elimination of small pores from the
fuel compacts is difficult (barring samples that are already fully dense), but the addition of
large pores through the pore forming technique can be deliberate. With this, we envision
configurations analogous to the y = 40 or 60 case, and with the corresponding densification
performance comparable to the values found in the results. The ability of the bimodal
configurations to outperform the monomodal small configurations motivates further study

of other configurations that may provide even greater benefit.

4.4 Validation

An important step in any study is validation of results. For physical experiment,
quantification of error is necessary but not sufficient in testing a theory of some phenomena.
Often, simulation is used to verify a model and ensure that the theory is sound, rather than
just correct on the given data by chance. In simulation, the burden is perhaps greater, as

the complex interactions that make up the physical world are greatly simplified into a model
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that is computationally tractable. Thus, results on the computer, while they may be correct
from the standpoint of a given model, may not extend into the real world if sufficient care
is not taken in understanding that model’s assumptions and applicability. In addition to
the model being correct, we must also verify that a given program used in implementing
a model does so honestly, that is, no programming errors must exist that give erroneous
results. These two sources of error must be considered in any computational study.

The code correctness problem is well considered by the choice of MOOSE as the pri-
mary analysis tool. The finite element method is well developed, both mathematically and
in software. The particular physics packages utilized from MOOSE are also validated by sev-
eral external studies. In addition, the large community surrounding MOOSE and continual
development on it provides considerable confidence that results generated by MOOSE are a
faithful and accurate reproduction of the model described in the methods section, which is
itself mathematically well supported.

Consideration of the model’s applicability to the problem at hand is more difficult.
Certainly, the Cahn-Hilliard equations have been applied with considerable success before.
Some assumptions made in simplifying the annealing process are cause for concern, these
assumptions are addressed in the discussion on future work. We are encouraged to consider
the results as insightful, although perhaps not directly applicable to a specific fuel design.
We are fortunate in that in tandem with this computational study, a fabrication effort is un-
derway that seeks to reproduce our results in depleted-uranium fuel pins. Cooperation with
this work has enabled both studies to advance in similar directions, which will considerably

improve the ability to make direct comparisons and validate each group’s results.
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5 Conclusion

5.1 Summary

There is considerable interest in both academia and industry directed towards next
generation nuclear power systems. These systems are expected to operate at lower cost, and
to do so with a greater degree of reliability and safety. Additionally, they are expected to
be free of some of the restraints imposed on current systems. Closing the nuclear fuel cycle,
either in part or in whole, is a major goal, and key to this goal is the design of systems that
enable significantly higher burnup. Metallic fuels exhibit an attractive combination of utility
and efficiency, owing to their advantageous combination of high initial heavy metal density
and excellent thermal conductivity in comparison to oxide fuel forms. This combination
makes them a viable candidate to consider in a next-generation design.

Zirconium-alloyed uranium fuels have been used in research reactors in the past,
and significant operating experience with them is possessed. Although good chemical com-
patibility with some reactor designs is enjoyed, their tendency to swell excessively at high
temperature has made their adoption in power reactors problematic, with the primary mit-
igation strategy (increase in the fuel pin plenum size) leaving much to be desired. Further
development is necessary in order to realize the greatest benefit of these fuels.

Modern material design is often driven by control of material morphology and behav-
ior at the um length scale, known as the microstructure. Control of microstructure features
through novel fabrication routes, such as powder metallurgy and sintering, allows for precise

specification of various material properties. In this work, we specifically target the size and

72



distribution of porous regions within the fuel. Previous work by [15] has experimentally
demonstrated oxide fuel formulations with bimodal pore size distributions as exhibiting supe-
rior resistance to densification during sintering and subsequent extended annealing, partially
reproducing the environment expected in high power reactor operation. This fact, if extensi-
ble to metallic fuel formulations, could provide a pathway to fuel formulations with specific
microstructure specifications that alleviate the aforementioned limitation, and enable their
use in production reactors.

We have developed a computational model capable of simulating the extended anneal-
ing of solid porous bodies that can be easily extended to specific metallic fuel formulations.
The Cahn-Hilliard equation of the phase field family of methods provides a mathematical
description of the annealing problem, and its implementation in the MOOSE finite element
framework provides flexibility and scalability. Analysis tools utilizing Paraview’s visualiza-
tion capability were developed that are capable of quantifying the relative densification rates
of a range of microstructure configurations, including monomodal configurations typical of
standing casting and sintering techniques, and bimodal microstructures with intentional
porosity added. A large parameter space is explored, with consideration of statistical varia-
tion included.

It is shown that bimodal configurations provide superior resistance to late stage den-
sification in comparison to structures with monomodal small pores. The addition of large
pores is thought to inhibit the transport of vacancies to the outer surface of the system,
which follow diffusion pathways with the purpose of minimizing the surface free energy cre-
ated by phase boundaries (fuel-pore interfaces). Without large pores, the vacancies are free

to propagate to the fuel surface, and densification to near theoretical maximum levels occurs
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quickly. Large pores obstruct these pathways, both extending the distance over which diffu-
sion must occur and providing collection sites that are energetically favorable for temporary
pore vacancy accumulation. While these enhanced pore regions are eventually eliminated,

their persistence at extended annealing times is valuable in preventing rapid densification.

5.2 Future Work

Future work will address the influence of crystallographic orientation and size of grains
within a metallic fuel configuration. The grain boundaries of the material are expected to
have some effect on the diffusion pathways presented to vacancies, as it is common for
the mobility of vacancies along grain boundaries to be considerably enhanced. Thermal
gradients as a result of nuclear heat generation and convective cooling of the fuel pin surface
will alter the kinetics of vacancy transport, primarily by adjustment of the effective mobility
of the vacancies, but also considering compositional changes of the U-Zr alloy across the
body cross section. The inclusion of a temperature gradient is a straightforward addition
within the given MOOSE framework, but consideration of compositional changes and crystal
orientation will require some development. Additionally, the inclusion of radiation-induced
dislocation production will also act to modify vacancy mobility. Simulation of such behavior
is possible within MOOSE, but its development is still limited. Fission gas production
should be investigated through irradiation experiments. A follow on study for this, as well
as physical irradiation of example fuel pellets is planned.

The work that has been described herein is part of a broader Multiscale study in-
volving multiple members (Deo, Georgia Institute of Technology as P.I. 2, Mcdeavitt, Texas

A&M as P.I. 3, Mariani, Idaho National Laboratory as P.I. 4). Microstructure parameters
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that are realistic for a depleted-uranium alloy fuel will be provided by P.I. 2 in a continuing
study to produce more realistic predictions. The fuel configurations of greatest interest will

be fabricated and annealed by P.I. 3 for verification of results, and eventual irradiation with

P.I 4.
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