University of Arkansas, Fayetteville

ScholarWorks@UARK

Graduate Theses and Dissertations

5-2017

Characterization of Plastic Deformation Evolution in Single Crystal
and Nanocrystalline Cu During Shock by Atomistic Simulations

Mehrdad Mirzaei Sichani
University of Arkansas, Fayetteville

Follow this and additional works at: https://scholarworks.uark.edu/etd

6‘ Part of the Heat Transfer, Combustion Commons, and the Metallurgy Commons

Citation

Mirzaei Sichani, M. (2017). Characterization of Plastic Deformation Evolution in Single Crystal and
Nanocrystalline Cu During Shock by Atomistic Simulations. Graduate Theses and Dissertations Retrieved
from https://scholarworks.uark.edu/etd/1992

This Dissertation is brought to you for free and open access by ScholarWorks@UARK. It has been accepted for
inclusion in Graduate Theses and Dissertations by an authorized administrator of ScholarWorks@UARK. For more
information, please contact uarepos@uark.edu.


https://scholarworks.uark.edu/
https://scholarworks.uark.edu/etd
https://scholarworks.uark.edu/etd?utm_source=scholarworks.uark.edu%2Fetd%2F1992&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/300?utm_source=scholarworks.uark.edu%2Fetd%2F1992&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/288?utm_source=scholarworks.uark.edu%2Fetd%2F1992&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.uark.edu/etd/1992?utm_source=scholarworks.uark.edu%2Fetd%2F1992&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:uarepos@uark.edu

Characterization of Plastic Deformation Evolution in Single Crystdl Nanocrystalline Cu
During Shock by Atomistic Simulations

A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy in Engineering

by

Mehrdad Mirzaei Sichani
Azad University
Bachelor of Science in Mechanical Engineering, 2005
Shiraz University
Master of Science in Mechanical Engineering, 2008

May 2017
University of Arkansas

This dissertation is approved for recommendation to the @tadiouncil.

Dr. Douglas E. Speat
Dissertation Director

Dr. Paul Millett Dr. Min Zou
Committee Member Committee Member
Dr. Arun Nair Dr. Salvador Barraza-Lopez

Committee Member Committee Member



Abstract

The objective of this dissertation is to characterize the gwalof plastic deformation
mechanisms in single crystal and nanocrystalline Cu modealsggdshiock by atomistic
simulations. Molecular dynamics (MD) simulations are perforfoec range of particle
velocities from 0.5 to 1.7 km/s and initial temperatures 808, and 600 K for single crystal
models as well as particle velocities from 1.5 to 3.4 km/sdoocrystalline models with grain
diameters of 6, 11, 16 and 26 nm. For single crystal lmpfieir different shock directions are
selected, <100>, <110>, <111> and <321>, and dislocdgosity behind the shock wave front
generally increases with increasing particle velocity for all klmoentations. Plastic relaxation
for shock in the <110>, <111> and <321> directions is ariypdue to a reduction in the
Shockley partial dislocation density. In contrast, plastic relax&itmited for shock in the
<100> orientation. This is partially due to the emergencessilsestair-rod dislocations with
Burgers vectors of 1/3<100> and 1/6<110> due to theiogaaf Shockley partial dislocations
with twin boundaries and stacking fault intersections. For <Kb@ek, FCC Cu is uniaxially
compressed towards the BCC structure behind the shoak fneat; this process is more
favorable at higher shock pressures and temperatunegaFitle velocities above 0.9 km/s,
regions of HCP crystal structure nucleate from uniaxially cesged Cu. Free energy
calculations proves that the nucleation and growth of th€¥ ¢fusters are an artifact of the
embedded-atom interatomic potential. In addition, simulated giffxzgction line profiles are
created for <100> shock models of single crystal Cu attigoniot state. Generally, peak
broadening in the x-ray diffraction line profiles increaseth wicreasing particle velocity. For
nanocrystalline models, the compression of the FCC lattice diswwlae BCC structure is more
apparent at particle velocity of 2.4 km/s, and at this parteliecity, the atomic percentage of

BCC structure increases with increasing grain size. Thenaige of BCC structure strongly



depends on grain orientation; grains with <100> directions lglaigned with the shock

loading direction show a higher percentage of BCC structure.
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Chapter 1. Introduction

1.1 Motivation

Shock in solid materials includes a dynamic change in thedftateess, and sometimes
mechanical properties, usually due to a high velocity collisfdwo or more bodies, resulting
high strain rates inside the material. Shock in solid mateipglsaas in several situations,
including high velocity impacts of air planes and automobilgsepplosive welding in metals
[2], penetration of armor [3,4] and asteroid collisions][3gder these high strain rates, there
are some unique deformation behaviors, which are compldifedyent than those under low
strain rates. For example, Bringa et al. [7] reportednduaeced strength of nanocrystalline Cu
behind the shock wave front, which is up to twice the streafjnanocrystalline Cu subjected to
low strain rates. In addition, several researchers usek staves in solid materials to obtain

equation of state at extreme conditions of high temperataceprassures [8—10].

The motivation for this research is to understand the plastiavior of solid FCC metallic
materials subjected to shock. There are a tremendous anfaxperimental [11-14], numerical
[15-18] and analytical [11,19-21] studies of plastic deféionan shocked metallic materials.
However, only a few of these studies [22—24] exploregtastic deformation evolution of
microstructure behind the shock wave front quantitatively.rdeige more quantitative insights,
this research uses atomistic simulations to characterize thaiemmf plastic deformation
mechanisms, including dislocation density and phase tranafan, behind the shock wave
front of single crystal and nanocrystalline Cu. This quantita@nadysis helps us to understand
the nature of plastic deformations in shocked metallic FCC rakstevith nanosecond (ns) time

scale and nanometer (nm) length scale resolution.



Non-equilibrium molecular dynamics (NEMD) simulation is a pduleool to study
martensitic (diffusionless) phase transformations and dislocg#inaration in shocked single
crystal [25,26] and nanocrystalline [27,28] metallic matemalt nm length scale and ns time
scale resolution. The time scale and length scale of MDIaiions are perfectly appropriate to
analyze the plastic deformation phenomena at the atomic iesteiding dislocation
nucleation/propagation, twinning, stacking faults and phassftnanations quantitatively,
which is challenging in experimental studies with longer timéesaad larger length scales.
Thus, NEMD simulations with the aid of computational charactéoizanethods, such as the
centrosymmetry parameter [29], the common neighbor aedI$8lA) [30] and the dislocation
extraction algorithm (DXA) [31] are necessary to predictpiastic behavior of metallic

materials during shock.

1.2 Shock in Solid M aterials

Several experimental techniques are used to induce sheels weside solid materials,
including plate impact [32,33] and pulsed laser loading [3413%e plate impact is a traditional
method to produce strain rates up té 1. However, to reach the strain rates up t§ 18, the
pulsed laser loading method is performed to create shooésma solid materials. Figures 1.1
and 1.2 show schematics of typical experimental setugddte impact and pulsed laser loading,
respectively. Basically, a plate impact set up includes a projéatifgiston) to hit the target
material (Figure 1.1) and induce a shock wave inside thettdnstead, laser beams are used to

create shock waves inside the target in pulsed laser losglings, which is shown in Figure 1.2.
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Figure 1.1: Schematic of experimental shock setup for plate
impact [32].

Even though these experimental methods are powerful towigdstigate the macroscopic
mechanical properties, such as the dynamic strength cketianaterials [32], the spall strength
[36], the shock Hugoniot [8], etc., evaluating the micrgsconechanical properties and
deformation mechanisms is challenging at high strain ratedlfasdhort time scales). For
example, to calculate the dislocation density behind the shaek fxont, experimental
researchers have to recover the shocked sample, vesighs in the relaxation of a fraction of
dislocations [22]. MD simulation is an excellent tool to char&ehe microscopic mechanical
properties of solid materials subjected to shock in atomic lexkstain rates well above é0

1/s.
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Figure 1.2: Schematic of experimental shock setup for pulsed
laser loading [35].

When a metallic material is subjected to shock above a csftatk strength, dislocations
and other defects nucleate and propagate inside the esseprmaterial. Holian and Lomdahl
[15] investigated plasticity in <100> shock of single crystzisg MD simulations and Lennard-
Jones interatomic potentials. They observed the nucleatiodmoockigy partial dislocations on all
{111} close-packed planes, leading to the formation of st@ctaults with an intersecting
pattern, which is shown in Figure 1.3. They reported thatticéeation of Shockley partial
dislocations and formation of stacking faults is not influengethb periodic boundary
conditions in MD simulations, above a certain critical size. Tdiey obtained the Hugoniot
curve (the relationship between the shock velocity and thielparelocity) for a range of
particle velocities above the Hugoniot elastic limit (HEL), abovekvgeneration of

dislocations and other defects is observed.



Figure 1.3: Formation of stacking faults with intersecting pattern for a
FCC single crystal during <100> shock colored by potential energy [15].

To explore the role of crystallographic orientation of FCClsiegystals on plastic
deformation, Germann et al. [16,26], using MD simulationgstigated shock wave
propagation in <100>, <110> and <111> orientations of Ey€tals, and reported elastic
precursor in <110> and <111> shock loading directionadtition, they reported Shockley
partial dislocation loops and perfect dislocation loops for sihel 00> and <111> directions,
respectively. In <110> shock loading, they also obsensfuiffle-type martensitic
transformation near the impact surface. Regarding the camglitto propagation of Shockley

partial dislocation loops behind the shock wave front durir@=Ishock of FCC single crystals,



Tanguy et al. [37,38] found that loops are nucleated éynthl fluctuations, and obtained a

critical loop size above which the loop can expand.

Dislocation density calculation is required to quantify plastiomeation behind the shock
wave front. Several experimental [13,39] and analytica¥]istudies have been conducted to
obtain dislocation density behind the shock wave front of liitetaaterials along specific
crystallographic directions. However, there are some axpetal challenges regarding accurate
calculation of dislocation density behind the shock wave ffemtexample, Bringa et al. [22]
reported that a fraction of the dislocations will be relaxedtdtlee tension waves at the free
surfaces and during the recovery process. Therefonejations are necessary to obtain more
accurate dislocation density magnitudes behind the shook fn@t. Bringa et al. [22] used
extremely large MD simulations (up to 352 million atoms) an@leyed a centrosymmetry-
based method to calculate dislocation density behind the <sl@fk wave front of single
crystal Cu. They performed simulations at a single particlecitglof 0.75 km/s for two samples
with preexisting dislocation sources (one sample with zerdinmeloading and another with

ramp loading) to calculate dislocation density behind the shook f

Shehadeh et al. [23], using multiscale dislocation dynaptasticity (MDDP) simulations,
calculated dislocation density behind the shock wave frosingfe crystal Cu in <100>, <110>
and <111> directions including preexisting dislocation souteete{ogeneous nucleation). They
reported dislocation density magnitudes for these three $bading direction at a peak shock
pressure of 5 GPa and extended the range of shossupecup to 100 GPa only for <100>
shock. In another study, Shehadeh et al. [24], using FIBiulations, calculated dislocation

density behind the <100> shock wave front of single chg&tancluding homogeneous



dislocation sources. They reported dislocation density magsitiod the pressure range between
30 and 70 GPa and compared their results with multimillion &@rsimulation data, where the
dislocation densities were calculated by the centrosymmessdomethod developed by Bringa
et al. [22]. Figure 1.4 compares the dislocation densityegdhased on MD and DD simulations
and analytical calculations for <100> shock of single cry@talHowever, the dependence of
dislocation density behind the shock wave front of FCClsiagystals on particle velocity and
lattice orientation within the time scales and length scales of MDIafimons has not been

explored yet, which is one of the objectives of this disseratio
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Figure 1.4: Dislocation density values based on MD and DD
simulations and analytical calculations for <100> shock of single
crystal Cu [24].



The terms “Hugoniot state” and “Hugoniot curve” are udaalva and extensively used to
describe shock studies throughout this dissertation; thas, dédinitions for the application of
these terms are necessary. After the propagation of thi@deadge of a shock wave through a
sample, the temperature and pressure within the sampleedgaeach equilibrium values. The
Hugoniot state represents the thermal and mechanical equilibfia sample subjected to shock
[41]. The evolution of the temperature and pressurenainacrystalline Cu model subjected to
shock reaching to the Hugoniot state will be shown in ChapfEné Hugoniot curve is the
relationship between the shock wave velo(ity) and particle velocityu,). After applying the
conservation of mass, momentum and energy at the statkthe relationship between the

shock wave velocity and the particle velocity is obtaimgds u, /¢, wheree is the volumetric

compressive strain [42]. For the strong shocks, whepl#stic wave overdrives the elastic

wave, the Hugoniot curve is typically in the formuf= u, + s;u,, wheres, is a constant and

U, is the bulk speed of sound [42]. More details regarthegalculation and validation of the
Hugoniot curve via atomistic simulations for shock of singletatyCu in <100>, <110>, <111>
and <321> shock loading directions will be presented in Ch8pta addition, the term
“Hugoniot curve” sometimes is used to represent the relaipbgtween the temperature and
pressure of sample at the Hugoniot state, which will be si@hapter 5 for several shocked

nanocrystalline Cu models.

There are two plastic regimes behind the shock wavé dfanetallic materials: (1)
nucleation/propagation of dislocations and other defectsgmulgstic relaxation as the system
reaches the hydrostatic state of stress. Some experimginis time-resolved x-ray diffraction
method, have been conducted to investigate the lattice redpeimsel the shock wave front of

single crystals [43,44]. For example, Loveridge-Smith €8] reported a fast plastic relaxation
8
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Figure 1.5: Plastic relaxation regime for a single crystal Cu
during <100> shock [22]. The shear stress reaches a nonzero
asymptotic value less than 100 ps. Red points are associated
with zero time loading condition, and blue points are
associated with ramp loading condition.

for Cu, which took less than 100 ps. Using simulated »difisaction method based on MD
simulations, Rosolankova [45] reported a predominant uniearapression (1D) behind the
shock wave front of FCC single crystals. To resolve thigrdiia, Bringa et al. [22], using
extremely large MD simulations (up to 352 million atoms), penéd <100> shock simulations
for single crystal Cu. These large simulations providedcsefit time for plastic relaxation
behind the shock front. They found the mobile dislocatiorsitiebehind the shock front initially
increases; then, during the plastic relaxation regime, botmadkde dislocation density and the
dislocation velocity decrease as the system approximatelgagdice hydrostatic state of stress

(the Hugoniot equilibrium state). They reported the plastic rataxeaegime takes less than 100



ps, which was in agreement with the MDDP simulation resdlt RZgure 1.5 shows the
evolution of shear stress for this reported plastic relaxagigime [22]. The approach developed
by Bringa et al. [22] to study the plastic relaxation regimeds a very large model to provide a
sufficient time for plastic relaxation. In addition, they only stddige plastic relaxation regime
in <100> shock at a single particle velocity of 0.75 km/® @lmaracterization of the plastic
relaxation regime behind the shock front of single crystahGui00>, <110>, <111> and

<321> directions and for particle velocities range from thé& HEL.5 km/s is another objective
of this dissertation. Furthermore, to avoid extremely largeditiulations, an absorbing wall

boundary condition [46] is used in this work.

Beside MD studies of dislocation nucleation/propagation arsliplelaxation behind the
shock wave front of metallic materials, there are severalesttiol investigate solid-liquid [47—
49] and martensitic (diffusionless) [17,18,27] phase foansation behind the shock front. An
example of solid-liquid phase transformation is work repdoieHie et al. [41]. They studied
bulk and dynamic local melting of shocked nanocrystalline @l kexagonal shaped grains.
They reported that even though the Hugoniot state and thertaliing are independent of shock
loading direction, the local melting is an anisotropic phenomenerto mechanisms including
premelting, superheating, supercooling and recrystalliza®@an another example, Levitas and
Ravelo [50] proposed virtual melting as a relaxation mechadiging a state of high shear
stresses to explain observations of melting in shocked Cplssuat temperatures below the

expected melting temperature at a given shock pressure.

MD simulation method is a powerful tool to study martensitic phessformation in

shocked single crystal [17,18,25] and nanocrystalline %12 metallic materials with nm

10



Figure 1.6: Martensitic phase transformation for a single crystal Fe subjecte

<100> shock at 8.76 ps after loading [25]. Figures (A)-(D) are associated with
particle velocities of 362, 471, 689 and 1087 m/s, respectively. Atoms are colored
by the CNA method. Gray, blue and red colors are associated with unshocked BCC,
uniaxially compressed BCC and the transformed gbassxed grains, respectively

length scale and ns time scale resolution. For examplgWKetdal. [25] observed BCC to HCP
phase transformation of Fe single crystal during shockskatk above a certain strength, they
reported nucleation of HCP clusters within the BCC Fe lattiegljig to the formation of a
phase transformation wave behind the elastic precursar f@avower particle velocities, and an
overdriven phase transformation wave for greater partallecities, which is shown in Figure

1.6. In a later work, to explore the role of lattice orientatinrphase transformation of shocked

11



single crystal Fe, Kadau et al. [18] performed shock lsitimns in <100>, <110> and <111>
directions. They reported that the BCC to HCP/FCC (closekpaterial) phase transformation
during <100> shock is a shuffle dominant mechanism. Onttier hand, the phase
transformation during <110> and <111> shock includesge Ishear contribution. Gunkelmann
et al. [28] investigated the BCC to HCP phase transformatioanocrystalline Fe during shock,

and reported dislocation generation at grain boundariesebferphase transformation.

Recently, Bolesta and Fomin [52] reported a FCC to BCGetransformation behind the
shock wave front of nanocrystalline Cu. They reportedftrahe range of grain diameters from
2 to 12 nm, grain size does not significantly influence thelsktugoniot curve. For shock
pressures between 100 and 200 GPa, they reported #HEILC phase transformation behind
the shock front via an approach based on the structche faquation, which is shown in Figure
1.7. Upon unloading of the shock, the BCC structure tegtdyack to a FCC lattice below 1150
K and 66 GPa, forming a cellular stacking fault structuvéler, Bolesta and Fomin did not
explore the role of grain size, grain orientation and partielecity on the uniaxial compression
of FCC lattice towards the BCC structure behind the shck bf nanocrystalline Cu, which
will be studied in this dissertation. In addition, the assessni@mloedded-atom (EAM)
interatomic potential and adaptive common neighbor analysigd38kdict and identify crystal
structures emerging behind the <100> shock front of sergkal Cu will be discussed in this
dissertation as well.

X-ray diffraction (XRD) is a powerful technique to charaizte plastic deformations in solid
materials. Several experimental studies have been donarexctdrize macroscopic properties of
shocked solid materials using XRD method, including phassfvamation [54-56] and strength

of materials subjected to shock loading [14,32,57]. Howeliere are very few studies that
12
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Figure 1.7: Identification of BCC structure for a nanocrystalline
Cu sample during shock using a structure factor approach [52]

guantify microscopic plastic properties of shocked solid magenging XRD method, including
calculation of dislocation density [32,39], microstrain [58] aolycrystalline grain size [32,56].
For example, Turneaure et al. [58] used a real-timeydiffraction method to obtain
microstructural information for <100> shock in single crystalpto 7.1 GPa pressure using
plate impact loading. Figure 1.8 shows a schematic oéggsrimental x-ray diffraction
characterization. They used Williamson-Hall [59] and ProfilatBgsis [60] methods to analyze
the x-ray diffraction line profile and determine the microstlshind the shock front. In
addition, Ahn et al. [32] obtained the grain size and dislocatmsity of shocked ultrafine
copper after analyzing the x-ray diffraction line profile byn@olution Multiple Whole Profile
(CMWP) method [61].

On the other hand, Rosolankova et al. [62] calculated disbocdensity behind the <100>
shock wave front of single crystal Cu using simulated xdiiyaction method based on a large

MD simulation done by Bringa et al. [22]. There were fweexisting prismatic sources of
13
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Figure 1.8: Schematic illustration of experimental x-ray diffraction charaatien
during <100> shock of single crystal Al [58].

dislocation (heterogeneous dislocation nucleation) in their Mideh They performed a single
particle velocity of 0.75 km/s (above the HEL) with 50 pspdoading time to create shock
wave in a MD model with 256 million atoms. To calculate the d&loa density with analyzing
the simulated x-ray diffraction data, they compared thdteeBom the second and the fourth
diffraction orders. The dislocation density values compuyeRdsolankova et al. [62] are shown
in Figure 1.9. However, they calculated dislocation densitynidethe shock front only at 0.75
km/s particle velocity, and they did not calculate the twin baondensity. Another objective of
this dissertation is to perform simulated (virtual) [63] x-r&fraction simulations for <100>
shock of single crystal Cu at several particle velocities andlitétigperatures at the Hugoniot
state. Analysis of these data by Convolution Multiple Whole Profé¢hod can predict the

dislocation density and the planar defect densities behirghtiek front. While XRD plots will

14



be provided in this work, the complete analysis of this datadotributions of dislocation

density, twin density and temperature effects is beyondcthyesof this dissertation.
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Figure 1.9: Dislocation density values for a single crystal Cu during <100> shock
obtained by the simulated x-ray diffraction method [62]. Positions of the prismatic
loops are indicated by the dashed vertical li

1.3 Dissertation Structure

Because a portion of this research has been publishedysky in peer-reviewed journals,
this dissertation is formed in the “Published Papers” forarat,every published paper will be
presented as a unique chapter; this format is in line with theetdity of Arkansas Graduate
School. Chapter 2 contains a background on the atomistidagions (molecular dynamics and

molecular statics) and embedded-atom (EAM) interatomic potevttiah is used in this study.

15



Chapter 2 also includes a brief explanation of traditionalacherization tools in atomistic

simulations as well as the simulated (virtual) diffraction method.

Chapter 3 presents the dependency of dislocation deygsigration and plastic relaxation in
single crystal Cu during shock on particle velocity and sloo@ntation using molecular
dynamics simulations. Four different shock directions aret®ele<100>, <110>, <111> and
<321> to study the role lattice orientation on dislocation densitgigation and plastic
relaxation. Simulations are performed for particle velocitiée&en the HEL for each
orientation up to a maximum of 1.5 km/s. Dislocation densitiesalculated via the DXA
method, which is potentially more accurate and inclusive thacethiigosymmetry-based

approach used in prior work [22].

In Chapter 4, the ability of the embedded-atom method (Eiatdjatomic potential to
predict defects and phase transformations behind the §tomtlof single crystal Cu in <100>
direction will be assessed. In addition, the capability of th& @ithod with adaptive cut off
distance to identify crystal structures behind the <100>ksfiont will be evaluated. Shock
simulations are performed for particle velocities from 0.5.7okin/s, and initial temperatures of
5, 300 and 600 K. To explain the observation of diffeuncrystal structures that dynamically

form during shock and remain at the Hugoniot state, fneegy calculations are also employed.

Chapter 5 presents how the uniaxially compressed FC@OWards the BCC structure in
nanocrystalline Cu depends on patrticle velocity, grain sidegeain orientation using molecular
dynamics simulations. Particle velocities from 1.0 to 3.4 kAtlsd 256 GPa pressures) are

applied and uniaxial compression of FCC Cu towards the &@Ctures is observed for

16



pressures between 100 to 200 GPa. Four different giaimeters (6, 11, 16 and 26 nm) are

selected to study the influence of grain size on the Hugadaitet and uniaxial compression.

Chapter 6 includes simulated x-ray diffraction (XRD) anldced area electron diffraction
(SAED) results for nanocrystalline Cu with grain diameters, df0 and 15 nm based on
molecular statics data at 0 K temperature. Williamson-Hall anatypsrformed to analyze the
x-ray diffraction line profiles and predict the nanocrystaliin@n diameter and microstrain. To
extend the diffraction results for shock simulations, the simiibedey diffraction is performed
for MD results of <100> shock of single crystal Cu at plErtelocities between 0.7 to 1.0 km/s
and initial temperatures of 5, 300 and 600 K at the Hugotzsité.Results show that there is a
peak broadening in x-ray diffraction line profile due to eyeerce of defects (dislocations,
stacking faults and twins) behind the shock front of singistal Cu. To explore the influence of
particle velocity and initial temperature on dislocation density ¢antbp defect densities
(stacking fault and twinning) behind the <100> shock froo\v@Ilution Multiple Whole Profile
method can be used to analyze the preliminary diffraction bdatahis is beyond the scope of

this dissertation.

Lastly, Chapter 7 summarizes the conclusions and makesneendations for future
research. Specifically, this includes recommendation for sixterof shock simulations for
nanocrystalline Cu models and determination of the role @f grze, grain orientation and
structure of grain boundaries on dislocation generatiorpkastic relaxation behind the shock

front.
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Chapter 2: Background

2.1 Atomistic Simulations

The atomistic simulation method, including molecular dynamics (&t molecular statics
(MS), is a well-known computational technique to predict playsiod chemical properties of
materials at the atomic level. In this research, the molecyemaics simulation method is used
to model the propagation of shock waves in single crystahandcrystalline Cu to understand
plasticity mechanisms, including dislocation generation/relaxatidrpbase transformations
behind the shock front. In addition, a part of this rese@@tiapter 6) utilizes molecular statics
simulations to obtain the configuration of atoms corresponditigetoninimum energy level for
nanocrystalline Cu models. In the MD and MS methods, ateh is considered as a single
point mass, including both the nucleus and the electronsatbaratom. This means that the
electronic structure rules are not directly included in the MiDMB simulations. Instead, first
principal simulation methods use these electronic structure taulgrovide data that is used to
derive an interatomic potential to describe the interactions betateens. The accuracy of
atomistic simulations strongly depends on the choice of intaeratootential, which depends on

the type of material and the physical (or chemical) conditibsgrulated phenomena.

The force on each atorR, is calculated via the spatial gradient of the interatomic potential

functionU;:

whereU; is a function of the atomic positions of the neighbor atonisRor most interatomic

potentials, there is a distance associated with minimum potengia\yeat which atoms are at the
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equilibrium state and do not exert repulsive/attractive forceaoh ether. If the distance

between the interacted atoms becomes greater than the aguilthstance, atoms tend to exert
an attractive force. On the other hand, if the distance etie interacted atoms is smaller than
the equilibrium distance, atoms interact via a repulsive féiigeire 2.1 shows a schematic of
the potential energy between two atoms as a function of intei@tbstance [1] for a simple
Lennard-Jones interatomic potential. In addition, there igadfalistance which is defined for

the interatomic potential, and only within this cutoff distance, atwansnfluence each other by
repulsive/attractive forces. The summation of all acting foooes specific atom, results in the
total force for that atom. More details regarding interatomicrieis and the specific

interatomic potential chosen to model shock simulations of sangtal and nanocrystalline Cu

are in Section 2.1.3.

4 F=0, Equilibrium
- | + Attractive
- Repulsive
9 —
:
|
I
. |
Z\ !
2\
©\! Slope, Force = 0

Figure 2.1: Schematiof the potential energy between two atoms
function of interatomic distance [1] for a simple Lennard-Jones
interatomic potential.
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Several boundary conditions are applied in this researatotide appropriate constraints
for shock simulations, including periodic boundary conditi@jsthe momentum mirror
technique [3] and absorbing wall boundary condition [4e Periodic boundary conditions are
commonly used in atomistic simulations to mimic infinite systemitgewhodeling a finite
collection of atoms. Atoms under the periodic boundary comditt@n migrate from one side of
the atomistic simulation box to the opposite side. By applyiniggierboundary conditions in
the atomistic shock simulations, mimicking an infinite systemptastic deformation

mechanisms can be compared by those obtained fromdhk skperiments.

The momentum mirror technique is one of the most commdhaus to generate shock
waves in atomistic shock simulations. Shock is induced by mggitie sample with an

infinitely massive piston moving at velocity,; all atoms which are contacting the piston are

reflected back by a flat momentum mirror. Converselgcklcan be created by assigning each

atom a velocity of-u,in the shock loading direction, impacting the sample with a stagiona

infinite mass wall. To study the plastic deformation mechan@fsbocked single crystal and
nanocrystalline Cu for longer times, allowing the systemdohrehe Hugoniot equilibrium state,
the absorbing wall boundary condition is applied for the Islsgnulations in this research. After
passing the shock wave through the sample and at thegteue it reaches the end of the
sample, the absorbing wall boundary condition is applied artieof the sample to prevent the
tension wave at the rear surface. If a stationary infingeswall is used to induce the shock
wave, the absorbing wall boundary condition will be a statioimdiyite mass wall. Instead, if a

moving infinite mass wall with a velocity of, creates the shock wave, the absorbing wall
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boundary condition will be a moving infinite mass wall with a viéjoof u,,. Figure 2.2 shows a

schematic illustration of the absorbing wall boundary condition.

piston-1 iston-2

(a) - Ug fixed
(b) Py, R

(c) ol g

Figure 2.2: Schematic illustration of the absorbing wall boundary
condition for a case with moving infinite mass wall [4].

2.1.1 Molecular Dynamics

MD simulations include a set of equations of motion basddewton’s second law of
motion to calculate positiong and velocities; using acceleratioiy (computed from the forces
F;) for each atom over time. To start an integration algorithminitial values of these
guantities are required for ti\eatoms within the simulation. The initial crystal structure of the
simulated material determines the initial positigng-or a desired initial temperaturefthe

Gaussian velocity distribution is computed via the equipartitiontequgb],

N

1 23

30, Il = Nk T 2.2)
i=1
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wherem,; is the atomic mass aikg is the Boltzmann constant. The calculation of foil§es
through Eq. (2.1) provides the acceleration for each atgmuijth Newton’s second law of

motion.

Fi = my I‘l (2 . 3)

Totally, there are 6N parameters (3N atom positions and@HN 2elocities) that needs to be
determined over time by the integration algorithm in an iterativenerausing the initial values

for atom positions;, velocitiesi; and acceleratioiy.

There are two types of molecular dynamics simulations:qdijierium and (2) non-
equilibrium. In the equilibrium molecular dynamics method, gfstesn is energetically isolated
from the surrounding environment [6], or in contact witbastant temperature or pressure bath.
In the latter case, constraints are employed to control thedldgnamic properties such as
pressure and temperature so that the system staysnmothgramic equilibrium state with the
external bath. However, in the non-equilibrium molecular dyina (NEMD), the system
interacts dynamically with the surrounding environment via theomphysical constraints [6],

and there is no goal to reach the system towards a thegnamitally equilibrium state.

For the shock simulations in this research, NEMD is utilizeceutite constraints that the
total energy (kinetic plus potential energy) of the systemnsewed. LAMMPS software [7],
which is used in this research, utilizes the velocity-Verlet ntkésoan integration algorithm for
the microcanonical NVE ensemble. The velocity-Verlet mettoodprites the atomic positions

and velocities at time+ At from the previous values at tim&ia the equations [8]:
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iy (t + %) — k(D) + %fi(t) (2.4)

r(t+ AD = r(0) + K (t + %) At (2.5)
f(t+ AD = §; (t 4 %) 4 %i‘i(t + ADAL 2.7)

whereAt is the timestep. For all simulations in this research, the dorafithe timestep is set to

1 femtosecond to accurately capture the atomic vibrationsgiimnshock simulations.

In the equilibrium molecular dynamics, to include thermodyndrimndary conditions such
as temperature and pressure control [9-13], modifiedoveos Newton’s second law of motion
can be used. For example, to reach a desired premsiditemperature of models before the
shock simulation, equilibrium molecular dynamics using the isothkisobaric ensemble (NPT)
is performed in this research. The NPT ensemble coesd¢ne number of atoms, the pressure
and the temperature of system during simulation. LAMMPS usilecpiations developed by
Shinoda et al. [14] for NPT ensemble, which are basat@iose-Hoover thermostat approach
[11]. In the Nose-Hoover thermostat approach, an additfangonal term,, is included in
Newton’s second law of motion to move the system towardissired temperature @, by

using the equations,

Fi = mii:i + (mil.'i (28)
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5, T
¢= VT(T_O -1 (2.9)

wherevr is the thermostat rate. The Nose-Hoover thermostat appcaaateach the system to a
desired temperature @ by scaling the atomic velocities. The details regarding the matidn
of the velocity-Verlet integration algorithm for NPT ensemblgdobon the Nose-Hoover

thermostat approach can be found in [12].

2.1.2 Molecular Statics

The objective of molecular statics simulations is to determingmanm energy
configuration of atoms within the simulation at 0 K temperafline. molecular statics
simulations include iterative algorithms to search for atomic pasiti, that minimize the
potential energy of the simulation system. The role of thes#iiteralgorithms is to change the
atomic positions along a specific search direction, and oatiaiwer potential energy for the

simulation system,

0 .
(k+1) _ I'l\(, ) ifk=0
9 +a®d® ifk >0

(2.10)
wherek is the iteration numbea® is the step size ardtf® is the search direction. The search
direction utilizes the forces acting on the atoms using E&), 2= —VU;(ry), to capture a
direction with the greatest decrease of potential energy fundtensearch directions are

calculated via,
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ki) _ (F© ifk=0
it = {F(k“) + kg ifk >0 (2.11)

wherep® is an update parameter to scale the search direction feopretious step.

There are two approaches in the molecular statics simsatioupdate the search directions:
(1) steepest decent and (2) conjugate gradient. The dtelegest approach does not include an
input from the previous search direction &% = 0. This means the search directions follow
normal to the contour lines of the potential energy surtdeeause the potential energy surfaces
are complicated for most atomistic simulations, the molecular stagtsod using steepest
decent approach does not converge quickly. Insteadpttegate gradient approach includes an
update paramet@®, and uses information from the previous search dirediAMMPS
utilizes an update parameter for the conjugate gradient ajppdexeloped by Polak and Ribiere
[15].

E&+DT(pk+1) _ &)
F (F F0)

B(k+1) =
FOTF®

(2.12)

2.1.3 Interatomic Potentials

For all atomistic simulations, choosing a reliable interatomic potettiao obtain realistic
results is necessary. There are several types of intergpoteictials depending on specific
material and phenomenon of interest, and they include utegms to describe individual

atomic interactions,
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Ui = Z Elnteraction (2-13)

and this summation is over neighbors to atofrhe simplest form of interatomic potentials
contain the pair-wise interaction of atoris,; , based only on the interatomic distange
between atonhand atonj. For example, Buckingham [16] developed an interatomiernial

based on the pair-wise interaction of atoms for severdl gdsaes,

Epair = Aexp (T) - = (2.14)

whereA is the energy coefficienp, is the distance parameter ahdptimizes the forces between
atomic nuclei and electron clouds for a particular materialvé¥er, simple interatomic
potentials based only on pair-wise atomic interactions sometimesable to describe more
complicated aspects of material behaviors. For example,tallimenaterials, they do not

contain a term to represent the influence of the metallic bomdse interatomic potential.

Instead, the embedded-atom method (EAM) [17] is a matadive interatomic potential to
represent metallic behaviors, particularly in transition metals eftteedded-atom method
formula includes two terms to describe the atomic interact{@pair potential and (2)
embedding energy. The latter term represents the enemyi atgperiences when it is embedded
in the electron sea provided by its neighbor atoms. The totahfpal energy for atom i based on

the embedded-atom method is [18]:

1
Ui =5 ) V(ry) + F@D) (2.15)

j#i
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Figure 2.3: Potential functions for the interatomic potentials for Cu developed by
Mishin et al. [18] (a) pair interaction function, (b) electron density function an
embedding function. The arrows show coordination radii in FCC lattice.

whereV(ry) is a pair potential as a function of interatomic distafydeetween atomisandj,

andF is the embedding energy as a function of the host eled&osityp; induced by all other

atoms in the simulation system. The host electron density is Qe
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P = Z p(rs) (2.16)

wherep(r;;) is the electron density function. Figure 2.3 shows pair iatierafunction, electron

density function and embedding function for the interatomieng@ls for Cu developed by

Mishin et al. [18].

In this research, the embedded-atom method (EAM) poteati@ld developed by Mishin et
al. [18] is used (EAML in Figure 2.3) as the interatomic ipiiae This interatomic potential is fit
specifically to the unstable and intrinsic stacking fault eneagéshas been proven in prior
work [19] to provide an accurate prediction of dislocatianl@ation and dislocation core
structures. In addition, this interatomic potential has beenrsioprior shock studies to
accurately capture the Hugoniot curve [20], dislocation geloerrelaxation in single crystal Cu
[21] and uniaxial compression of FCC Cu towards the B@ire in nanocrystalline Cu
[22].The ability of this interatomic potential to predict crystalaines behind the shock front at

high shock pressures will be evaluated in Chapter 4.

2.2 Characterization M ethodsin Atomistic Simulations

2.2.1 Centrosymmetry Parameter
Kelchner et al. [23] developed the centrosymmetry parartetdentify dislocation
nucleation during indentation of FCC Au. In centrosymmetritends, such as FCC and BCC

materials, the lattice consists of atoms with bond pair vectaraitb@qual in magnitude and
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opposite in direction. Centrosymmetry is a per-atom pararastemeasures the distortion of the
local environment around atoms in a crystal via,

P= Z IR; + Ryl (2.17)

i=1,6

whereR; andR;, ¢ are bond vectors associated with the six pairs of oppasatest neighbors in
FCC lattice. For a perfect centrosymmetric crystal, bond paide the material are equal in
magnitude and in opposite direction, resulting in no distortidharcentrosymmetry parameter
(P = 0). On the other hand, atoms located within the distorted rediom$o crystal defects and
atoms at the free surfaces have a positive centrosymnadtry(? > 0). Even though the
concept of the centrosymmetry parameter is easy, it is gelfylfor centrosymmetric materials.
Figure 2.4 shows the formation of stacking faults due tmtivéeation of Shockley partial
dislocations of FCC single crystals during <100> shock usiegentrosymmetry parameter
[24]. For <100> shock in a FCC single crystal, the nuideaf Shockley partial dislocations is
connected by stacking faults on all {111} close-packed glarsulting an intersecting pattern
for the network of stacking faults, which is shown in Figwe The atomic planes associated

with these stacking faults have centrosymmetry values grbatezero (Figure 2.4).

2.2.2 Common Neighbor Analysis
The common neighbor analysis (CNA)) was developed dayeicutt and Andersen [25], and
is a computational tool to recognize crystal structures in solidrraks. To determine the local

crystal structure, the CNA algorithm searches the neareggthues for atom within a cutoff
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Figure 2.4: Formation of stacking faults due to the nucleation of Shc
partial dislocations of FCC single crystals during <100> sl[24]. This
illustration is colored by the centrosymmetry parameter, and all atoms
with (P = 0) are deleted.

distance. In addition, it searches the common nearest nesgibdioveen atormand atonj. Then,
the CNA algorithm relates atoms with the same numbers ofdhrest neighbors and the
common nearest neighbors and same bonding informatioth&rges an individual structure.
Based on these collected information, the CNA method catifideaveral structures, including
FCC, BCC and HCP crystal structures within the simulatiotesysFor atomistic simulations
including several phases, choosing an accurate cutoff déstarchallenging; thus, the CNA
method with an adaptive cutoff distance [26] will be more slatd¥ore details related to
original version of CNA and adaptive CNA can be founf2i26]. Figure 2.5 shows
dislocation activity and phase transformation for a nanocrystdiémodel during shock using

the CNA method [27]. For shock in a Fe microstructurevatzocertain strain, the BCC lattice
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can transform to the FCC/HCP (close-packed) structurebioenhwith crystal defects. The
CNA in Figure 2.5 identifies these close-packed structuresliss the distorted structures

associated with defects and grain boundaries.

strain: 3 % 6 % 9 %
Figure 2.5: Dislocation activity and phase transformation for a nanocrystalline Fe
model during shock subjected to different uniaxial strains [2&low: BCC; blue

other structures, including close-packed structures, grain boundaries and defects
identified via the CNA method.

In this research, to identify the atomic fraction of crystaicitires behind the shock wave
front, the CNA method with an adaptive cutoff distance in G¥[28] is used. It is important to
note that the CNA method may identify an atom as belongingjiteea crystal structure even if
that atom is under deformation; the effect of this on crystattsire prediction behind the shock

wave front will be evaluated in Chapter 4.

2.2.3 Didlocation Extraction Algorithm
The dislocation extraction algorithm (DXA) was developed bk&iuski and Albe [29] to

determine the network of dislocation lines within an atomistic lsitimin. The dislocation
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Figure 2.6: Schematic illustration of the DXA method [29].

network extracted by this method satisfies the Burgers veotwervation rule at each node.
The DXA method provides the Burgers vector for each ciglon core segment allowing for an
analysis of different dislocation types. In addition, the DXAhund identifies all other defects,
such as grain boundaries and surfaces, as triangulatadesu The process of this algorithm
includes three steps. Initially, the CNA is used to identifyctlystalline atoms and the
disordered atoms influenced by defects. Then, a closadatthis constructed to separate the
crystalline atoms from the disordered atoms. Finally, a Bargetuit is generated for each

dislocation segment to obtain the dislocation line and the Buvgetsr. The advantage of this
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method is the identification of Burgers vector for each etd@rhdislocation segment. However,
the DXA method does not work perfectly for models that inelselveral crystal structures
simultaneously, which is the disadvantage of this method. Fij@rghows a schematic

illustration of the DXA method.

2.2.4 Simulated (Virtual) Diffraction

The simulated (virtual) diffraction method was developediamiemented in LAMMPS by
Coleman et al. [30]. This method is a powerful computatiorainigue to characterize the
atomic structure of materials without a priori knowledge ofntierostructure. The simulated

diffraction method starts with the definition of Bragg’s Law:

A = 2dsin(0) (2.18)

whereA is the x-ray or electron wavelengthis the distance between two parallel planes in

crystal and is the angle between incident ray and parallel planes whstioisn in Figure 2.7.

The simulated diffraction method creates a three dimensiorsdedeegion of the reciprocal
space to calculate the intensity of each point in the recipspeak. The mesh of reciprocal
space is built with the grid size equaktgdA,|~! along each reciprocal lattice axisRyf (n=1,2
and 3). Each reciprocal lattice axisBjf is associated with the real space ajs The
parameters,, can control the grid size in reciprocal space and canaserer decrease the

resolution of reciprocal space points that is illustrated in Figige
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Figure 2.7: Schematic of parallel atomic planes and Bragg’'s Law [31].

In x-ray diffraction and electron diffraction, each recilagpace point corresponds to
vectorK, that describes the difference between incident and ciéidavave vectorK; andKp,

respectively [30],

whereg, n andf can be any real numbers. Based on Bragg’s Law ifZEDg), incident

wavelength\, diffraction angled and vectoK are related to each other.

sin(8) E (2.20)
A2 '
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Figure 2.8: Schematic illustration of reciprocal space points [30].

At certain points in reciprocal space, Bragg’s law is satgK = Kg), and the value of

vectorK is related to the interplanar distandgg corresponding téhkl} planes [30].

— = [Kg| (2.21)

At these points, constructive diffracted waves can be pextiu

The density of each reciprocal space point is calculateidf@naeht ways for x-ray and
electron diffraction. However, both methods need to calcthatstructure factdi(K) based on

the atomic positions; [30],
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#atoms

F(K) = Z f;(0)exp(2miK. ;) (2.22)

wheref; is the atomic scattering factor, and relates the amplitude afitinacted wave from
each atom with the amplitude of the diffracted wave from a@astof that atont; is a function

of diffraction angled, wavelength of incident waveand atom type.

At each diffraction angld; can be calculated from analytical equations for each tiype o

atoms. For electron diffraction, the scattering factor is aqmated via the summation of five

Gaussian functions in the form of [30]:

5
sin(0) sin”()
(25 ):Zajexp<—bj — ) (2.23)
J

For x-ray diffraction, the scattering factor is approximatgdhe summation of four

Gaussian functions in the form of [30]:

(sm(e)) ia] < sm;z(e)) e (2.24)
j

For electron diffraction, the intensity of each point in recipfepacd, (K) is calculated by

product of the structure factor to its complex conjuga{&), and normalized by the number of

atomsN in real space [30].

F(K)F* (K)

Ie(K) = N

(2.25)
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To calculate the intensity for each reciprocal space pointgay diffraction method, (K),
Lorentz-Polarization factdrp(8) must be applied to control the distribution of reciprocal lattice
points and change in intensity when non polarized incidenttiawlia used. The Lorentz-

Polarization factor is calculated by Eq. (2.26),

_ 1+ cos?(26)

Lp(6) = cos(0)sin?(0)

(2.26)

and the intensities of reciprocal space points in x-ray diftma@re calculated by Eq. (2.27)

[30].

F(K)F*(K)

= (2.27)

Ix(K) = Lp(6)

The virtual diffraction method does not need a priori knowdeolgthe microstructure, which is

the advantage of this method.
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Abstract

The molecular dynamics simulation method is used to investigatéependence of crystal
orientation and shock wave strength on dislocation densityteMoin single crystal Cu. Four
different shock directions <100>, <110>, <111> and <3&>selected to study the role of
crystal orientation on dislocation generation immediately behinditbek front and plastic
relaxation as the system reaches the hydrostatic state. Distogdatisity evolution is analyzed
for particle velocities between the Hugoniot elastic limjf;,) for each orientation up to a
maximum of 1.5 km/s. Generally, dislocation density increastsincreasing particle velocity
for all shock orientations. Plastic relaxation for shock inth®0>, <111> and <321> directions
is primarily due to a reduction in the Shockley partial dislocademsity. In addition, plastic
anisotropy between these orientations is less apparentiatepaglocities above 1.1 km/s. In
contrast, plastic relaxation is limited for shock in the <100entation. This is partially due to
the emergence of sessile stair-rod dislocations with Buvgetsrs of 1/3<100> and 1/6<110>.
The nucleation of 1/6<110> dislocations at lower particle velacisienainly due to the reaction
between Shockley partial dislocations and twin boundariesh®ather hand, for the particle

velocities above 1.1 km/s, the nucleation of 1/3<100> distwtais predominantly due to
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reaction between Shockley partial dislocations at stacking faeisactions. Both mechanisms
promote greater dislocation densities after relaxation farkshmessures above 34 GPa

compared to the other three shock orientations.

3.1 Introduction

When a metallic material is subjected to shock loading ab@vEdigoniot elastic limit
(HEL), many deformation phenomena may occur behindltbek front, including dislocation
nucleation [1-4], twinning [5-8], and phase transformat[®r42]. If a shock wave propagates
into a perfect single crystal (without preexisting defects anorigg free surface irregularities)
with strength greater than the HEL, defects will nucleate hemeagusly resulting in a plastic
shock wave [13], and the stress necessary for plésticcin be considered as an upper limit for
polycrystalline samples with the same composition.

Non-equilibrium molecular dynamics (NEMD) simulation is a pduleool to study the
nucleation and propagation of defects in shocked materialsywitlength scale and ns time
scale resolution [13-15]. For example, Holian and Lomf8jlstudied plasticity in FCC single
crystals subjected to shock in the <100> direction using thadrd-Jones interatomic potential.
They observed nucleation of Shockley partial dislocations@tted by stacking faults on all
{111} close-packed planes. To explore the orientation digece of plastic deformation in FCC
single crystals, Germann et al. [14,15] studied shock wemgagation in the <100>, <110> and
<111> directions and observed elastic precursor waveshfmk loading in <111> and <110>.
Furthermore, they reported Shockley partial dislocation lanpisperfect dislocation loops

behind the shock front after shock in the <100> and <Mirketions, respectively. To add more
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details regarding the dislocation nucleation process behenshibck front in FCC single
crystals, Tanguy et al. [16,17] explored the condition®foission of Shockley partial
dislocation loops during shock loading in the <100> directitveyTfound that loops are
nucleated by thermal fluctuations and determined a criticald@peter above which the loop
expands.

Calculation of dislocation density in shocked FCC single crysaiscessary to further
guantify the role of lattice orientation and particle velocityptastic deformation. Several
studies have reported dislocation densities during shock Bpatbing specific crystallographic
directions in FCC single crystals via analytical [18] and @rpental methods [5,19].
Determining an accurate dislocation density during shockrementally is challenging because
a fraction of the dislocations will be relaxed due to the tensiaves at the free surfaces and
during the recovery process [20]; therefore, simulatioesequired to give more insights.
Bringa et al. [20] performed multimillion atom MD simulationglarsed a centrosymmetry-
based method to calculate dislocation density to study <10@k ghsingle crystal Cu. They
reported dislocation density results at a single particle velotidy75 km/s (slightly above the
HEL) for two samples with preexisting dislocation sources gameple with ramp loading and
another with zero rise-time loading). Shehadeh et al. [21$qmeed multiscale dislocation
dynamics plasticity (MDDP) simulations to calculate dislocatiorsiigin single crystal Cu
during shock in the <100>, <110> and <111> directions diwctuthe effects of preexisting
dislocation sources (heterogeneous nucleation). They cethpa calculated dislocation
densities for the three shock directions at a peak prestbr&Pa and extended the range of
pressure to 100 GPa only for the <100> shock directiolatér work, Shehadeh et al. [22]

calculated dislocation density in FCC single crystal Cu duringksn the <100> direction
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using the MDDP including effects of homogeneous dislocatiarteation. They explored the
pressure range between 30 and 70 GPa and companecksults with multimillion atom MD
simulations, where dislocation density behind the shock frasta@mputed with the
centrosymmetry-based approach developed by Bringa[20D&l.

There are two important aspects of plastic evolution in sftboketallic materials: (1) the
rate of increase in dislocation density immediately behind tbeksave front and (2) the
plastic relaxation rate as the system reaches the hydrostticSstaeral experimental
researchers have usiedsitutime-resolved x-ray diffraction to study the lattice responsgnioe
the shock front in single crystal Si [23], Cu [23] and 28] For example, Loveridge-Smith et
al. [23] reported a fast plastic relaxation to a hydrostatte $ta Cu. However, calculated x-ray
diffraction profiles based on MD simulations of FCC singlestals during shock revealed a
dominant lattice compression in the shock direction (1D) [B&]resolve this disagreement,
Bringa et al. [20] created an extremely long MD model @852 million atoms) and subjected
it to a shock loading. The extended length allowed sufficierd tonplastic relaxation behind

the shock front. They found that plastic strain (governethé Orowan equationlg, /dt =

pmVgb [26]) initially increases with increasing mobile dislocation densitijhe dislocation
generation regime. Then, it decreases with decreasehrit@mmobile dislocation density and
the dislocation velocity in the plastic relaxation regime. Theyutatied the plastic strain rate
during shock at several times and reported that the syste@evas the hydrostatic state in less
than 100 ps after the impact in agreement with the MDDitsgf22]. In addition, they
compared this result with the evolution of the shear strebslaserved that the shear stress
reaches a nonzero asymptotic value within 100 ps, impth@dpnydrostatic state. Then, they
confirmed the result by calculating the lattice compressioavaral times using a simulated x-
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ray diffraction method. The approach developed by Bretgd. [20] to study the plastic
relaxation requires a very large sample to allow sufficient tonplastic relaxation. In addition,
they studied only <100> shock loading and considered opéyticle velocity of 0.75 km/s.
The objective of the present work is to determine how distotadensity generation and
plastic relaxation in single crystal Cu during shock depengaaticle velocity and shock
orientation using molecular dynamics simulations. Four diffeskatk directions are selected
<100>, <110>, <111> and <321> to study the role oftafywientation on dislocation density
generation and plastic relaxation. Simulations are perfororgagfticle velocities between the

Hugoniot elastic limit¢,4g1,) for each orientation up to a maximum of 1.5 km/s. Didlooa

densities are calculated via the dislocation extraction mefsA) [27] which is potentially
more accurate than the centrosymmetry-based approagtimyseor work [20]. Furthermore,
the DXA method provides the Burgers vector for each dasioe core segment allowing for an
analysis of different dislocation types during shock. An gbsg wall boundary condition is
used to provide a sufficient time for the plastic relaxation wantgding extremely large

simulation sizes.

3.2 Methodology

The molecular dynamics method within LAMMPS [28] is useditoulate shock wave
propagation and the Hugoniot state (the equilibrium state beterghtick front) in single crystal
Cu. The embedded-atom method (EAM) potential for Cu deeeldy Mishin et al. [29] is used
as the interatomic potential. This interatomic potential is fit specifitaltile unstable and
intrinsic stacking fault energies and has been proven inwadt [30] to provide an accurate

prediction of dislocation nucleation and dislocation core strestiilastic deformation
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generation during shock and subsequent relaxation behirsthdlo& front to Hugoniot

equilibrium are studied for four different shock orientatierid0>, <110>, <111> and <321>.
These four directions are selected because a one-dimahSichmid Factor analysis implies that
they will each deform with a different number of activateg slistems immediately behind the
shock front (when the stress state is primarily uniaxiabpléla.1 presents information related to
the simulation cell size for each shock model. The lengtheomodel in the X- and Y-directions
is large enough to avoid the influence of the periodic baryndonditions on dislocation

generation behind the shock front, following recommendafiams prior research [14].

Table 3.1: Physical dimensions and number of atoms fér @amck orientation. Shock is applied
along the Z-direction of the model.

Shock direction| Number of atoms X length (nm) Y length (nm) Z length (nm)
<100> 4,320,000 21.69 21.69 108.45
<110> 4,233,600 21.69 21.47 107.36
<111> 4,112,640 21.47 21.25 106.44
<321> 5,107,200 23.79 23.43 108.21

Initially, the model is equilibrated to a desired temperaturgraessure of 300 K and 1 bar
using the constant pressure-temperature (NPT) metho8apériodic boundary conditions.
The two ends of the model in the Z-direction are restrictdx tatomically flat planes. Once
temperature and pressure equilibrium is achieved, thedi@boundary condition in the Z-
direction is removed, exposing free surfaces in this direc8bock is induced in the Z-direction
using the momentum mirror technique [13] under periodimblary conditions in the X- and Y-
directions. Specifically, shock is created by assigning atwh a particle velocity ofu, in the
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Z-direction, impacting the sample with a stationary infinite maals Whe shock wave is
generated in the opposite direction at the interface betweesathge and the wall. Because the
particle velocity for each atom in the model is applied instantahgahe rise-time is essentially
zero, resulting in a spontaneous peak pressure behistidbk front. At the precise time, the
elastic shock wave reaches the opposite end of the saandlean absorbing wall boundary
condition [31] is activated. The simulation continues until cogeece in the relaxed dislocation
density is attained; as will be shown in the results sectionigtyisres 80 ps, 140 ps, 120 ps and
140 ps for the shock directions of <100>, <110>, <14dd <321>, respectively. After this
time, there is no significant change in the state of strebeealislocation density. The equations
of motion are integrated with the velocity-Verlet method with atstep of 1 fs for all
simulations.

To study dislocation activity quantitatively, the DXA method [RVDVITO [32] is used.
This method allows for a detailed analysis of dislocation contesiuding dislocation density
differentiated by dislocation character and the Burgers vetiach dislocation segment. This
detail enables a critical analysis of the role of lattice orientatiogislocation density evolution
during shock and relaxation to the Hugoniot state. All calculatiotise present work are
repeated three times with different initial Gaussian distributibasomic velocity (each
corresponding to an average 300 K temperature). Mdaasvaf computed shock properties,
such as dislocation density, are presented in the results débcaption of error based on

normalized standard deviation.
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3.3 Results and Discussion

Figure 3.1 shows the relationship between the elastic shoak wedocity (1) and the
particle velocity () for four different shock orientations and for particle eéles between
upygr, and 1.5 km/s. There is considerable anisotropy of théethock wave velocity as a
function of particle velocity for these four shock directiofise highest magnitudes of the elastic
shock wave velocity are for the <110> shock orientatiombse <110> is the close-packed
direction in a FCC material and plane-plane collisions resufigirigstest shock wave
propagation among the orientations, in agreement with Bringia [88]. In contrast, the slowest
magnitudes of the elastic shock wave velocity corresponetefi0> shock orientation, with a

nearly linear variation of the elastic shock wave velocitg asction of particle velocity.
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Figure 3.1: Relationship between the elastic
shock wave velocity and the particle velocity
four different shock orientations. The results are
validated with a previous MD study [33].
Bringa et al. [33] showed for high particle velocities in which plastic wave overdrives the

elastic wave, there is a linear relationship for the Hugoniotectut = s;u, + u,), wheres, is a
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constant that ranges between 0.5 and 2.5ngné ¢, is the bulk speed of sound. For the <100>
shock orientation, where the plastic wave is always ovemravdéinear fitting of MD simulation
data in this work givesys = (1.17 + 0.03)u,, + (4.29 + 0.03). Whenu, — 0, ug = ¢y, = 4.3
km/s [33] (the longitudinal speed of sound in the <100xklwwientation for Cu) in a close
agreement with the intercept of the Hugoniot curve in the x&bdck simulations. Note, for
uniaxial shock compression of solids, the transverse (sb@aponent of the sound wave is
negligible and the bulk speed of sound can be approxinatgdy the longitudinal speed of
sound, as shown by Holian and Lomdahl [13]. They replathat for shock loading of FCC
materials in the <100> direction using a L-J potentigk= 1.01c,;, . Validating the MD
simulation results, the equation for the Hugoniot curve fokft@> shock orientation is in
agreement with Bringa et al. [33] using the same interatoatengal (i, = (1.3 + 0.1)u, +

(4.1 + 0.1)) for the interval, (1,1.5) km/s and experiments on polycrystalline Cu [34] €

(1.5 + 0.025)u,, + (3.933 + 0.042)) for particle velocities less than 4.0 km/s. Furthermore, the
magnitudes of the elastic shock wave velocity in the <110><afad> shock orientations are in
a reasonable agreement with single data points from aNdbostudy [33]. The data for the
<321> shock orientation is added to the literature. For éatzhpoint, the standard deviation
error in the elastic shock wave velocities based upon thpendent MD simulations is less
than 0.2%.

When a metallic material is subjected to shock above the HiElocations and other defects
are nucleated resulting in a plastic wave which propagatasgh the sample. The HEL is an
anisotropic phenomenon in perfect single crystals, andsisroéd at particle velocities between
0.9-1.0 km/s, 0.5-0.6 km/s, 0.6-0.7 km/s and 0.3-tn4sKor the <111>, <110>, <100> and

<321> shock orientations, respectively, in the present.vidr& difference betwean,yg;,
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values for these shock orientations can be justified partialtiiddpchmid Factor for each
orientation, which is 0.272, 0.408, 0.408, and 0.46@her<111>, <110>, <100> and <321>
shock orientations, respectively. However, it is important to th@eSchmid Factor alone is not
sufficient as a means to predict dislocation nucleation stresstalic materials when
homogeneous nucleation is the dominant mechanism. Ogat§3&] ahowed that stresses
normal to the slip plane play a strong role in the magnitudeeadiislocation nucleation stress;
this was also explored by Spearot et al. [30,36,37] whhextthomogeneous dislocation
nucleation in single crystals and heterogeneous dislocatioratioclérom grain boundaries in
FCC metals. Summarizing, stresses normal to the slip ptahsteesses within the slip plane
perpendicular to the slip direction must also be considered aldh the Schmid Factor.

Germann et al. [14] reported the magnitudes of strain aifieusing a L-J interatomic
potential as approximately 15% for a shock loading in the xH9@ <111> orientations, and
10% for shock loading in the <110> orientation. These stnaignitudes are close t013.42%,
14.64% and 9.3% for a shock loading in the <100>, <Hlid><110> orientations, respectively,
in the present work. Furthermore, tig;z;, computed in this work for the <100> and <111>
orientations are in a good agreement with previous MD studthshe same EAM potential for
a shock in <100> [33] and <111> [38] orientations.

Figure 3.2 shows the difference between the elastic shack velocity ;) and the plastic
shock wave velocityus,) as a function of particle velocity between thgg;, up to a maximum
of 1.5 km/s for four shock orientations. An elastic preours observed ahead of the plastic
wave for shock in the <110>, <111> and <321> orientatiotise range of particle velocities
studied. The presence of an elastic precursor in the=<an@ <111> orientations was reported
in previous MD studies using both L-J [14] and EAM intemgitopotentials for Cu [33]. For
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example, Germann et al. [14] reported that thermally activdigdolcation nucleation occurs at a
measurable distance behind the shock wave front, resultsigear stress relief and propagation
of plastic flow toward the shock wave front. The presaridbe elastic precursor is due to this
activation or induction time [14]. Conversely, the plastic wawerdrives the elastic wave for
shock loading in the <100> orientation [14,33]. Germaral.¢14] reported that the plastic
wave initiates from the elastic shock wave front for shodken<100> direction, which is in
agreement with another MD study [16], and moves as $wpplartial dislocations both toward
the piston and with the elastic shock wave front. The nucleatidrmovement of Shockley

partial dislocations provides an immediate relief of shear dbedsad the shock wave front [14]
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Figure 3.2: Difference between the elastic wave

speed and plastic wave speed as a function of
particle velocity for four different shock orientatic

Separation between elastic and plastic waves decreasesaxgthsimg particle velocity for
shock in the <110> and <321> orientations. However, tipiaragion increases with increasing
the particle velocity for shock in the <111> orientation untiagiple velocity of 1.4 km/s.

Interestingly, the separation between the elastic and plasticwavieg shock loading in the
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<111>, <110> and <321> orientations converges for pasalecities above 1.1 km/s. This is
consistent with the observation of less plastic anisotroplifrer particle velocities by Bringa
et al. [33]. They reported that the plastic wave speed dspmnthe bulk modulus, the shear
modulus and the plastic modulus (hardening rate), the ldttgnion depends on loading
direction. At higher particle velocities, the hardening respeasgates [33], and thus there is
less plastic anisotropy. The magnitudes of the plastic shaek welocity for a shock in the
<111>, <110> and <100> orientations are in agreementavdahable MD data [33] and the data
for the <321> is added to the literature. The standard daviatior for most data points in
Figure 3.2 is less than 4.0%, with the exception of thedasdicle velocity above the HEL for
each shock orientation, for which the identification of the pldsdiat is challenging (during the
embryonic dislocation nucleation process), and for partelecities of 0.6 km/s and 0.7 km/s in
the <321> shock orientation. For the <321> shock orientadisharp increase in the plastic
shock wave velocity is observed for particle velocities betv@e® and 0.8 km/s due to
transitions in the plastic deformation process, to be disclstszd

Before the discussion of dislocation density generation Estiprelaxation behind the
shock wave front, it is helpful to review the concept of gartlislocations and Shockley partial
dislocations in FCC materials. Dislocations are line defectsystalline materials, which play a
key role in plastic deformations. In FCC materials, dislocatiotion occurs on the {111} close-
packed planes in the <110> close-packed directions.d-R)8(a) schematically shows a perfect
edge dislocation in a FCC lattice due to the addition of two atbatigplanes perpendicular to
the {111} slip plane [39]. Because the displacement of atbyna perfect dislocation moves

them to identical sites, the motion of perfect dislocations doeshange the ABCABC stacking
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sequence of atomic planes in <111> direction. Thus, the motiperfect dislocations in the

FCC lattice does not create a stacking fault.

[111] T[m]
@) T [112]  (b) [112]
‘BA]? A]?ABABAB/' ’B.-'—\'B ABABA‘B AN

- - -

Stacking
fault
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U1 (111)
Bui‘gers Burgers vectors Burgers vector
vector of partial of complete
1/2[110 ] dislocations dislocation

Figure 3.3: Schematic illustration of (a) a perfect dislocation and (b) Shocklef part
dislocation in a FCC lattice [39].

Typically, the formation of perfect dislocations in FCC mateigbnergetically unfavorable
and they dissociate into two Shockley partial dislocations, wikishown in Figure 3.3(b).
Because the displacement of atoms by Shockley partial dislosas not a lattice vector (the
Burger’s vector is of <112> type), a stacking fault is tzédetween the two Shockley partial
dislocations (Figure 3.3(b)). This stacking fault in the FCC misddentified as HCP structure
due to the disordered stacking sequence of {111} planes.

Figure 3.4 shows stacking faults due to the propagati@nockley partial dislocations on

{111} planes at particle velocities immediately above the HELlfdar different shock
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[100] <100> [011] <110>

<321>

Figure 3.4: Stacking fault patterns colored by the centrosymmetry parameter for four
different shock orientations at particle velocities right above the HEL. Thenge
axis is parallel to the shock direction for shock in the <100>, <111> and <321>
orientations. The viewing axis is the [100] direntior shock in the <110> orientatic
which is perpendicular to the shock orientat
orientations, using the centrosymmetry parameter [40]. Téveing axis for shock in the <111>,
<100> and <321> orientations is parallel to the shock direcionversely, the viewing axis for
shock in the <110> orientation is the [100] direction, whigbeigpendicular to the shock
direction. For shock in the <100> orientation with eight activatgdsystems, Shockley partial
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dislocation loops are nucleated on four {111} planes betiiadshock wave front [13]. Shockley
partial dislocation loops above a critical size [16] expand,pa&irs of Shockley partial
dislocations propagate through the sample behind the svenak front. Then, these Shockley
partial dislocations create stacking faults with a cross-hatchrpéiigure 3.4), which is
consistent with observations in previous MD studies [13]b4jontrast, there are six activated
slip systems on three {111} planes for shock in the <ldrientation, which results in a
triangular pattern of stacking faults (Figure 3.4), in agregméh the observation of Germann
et al. [14]. For shock in the <110> orientation with four ated slip systems on two {111}
planes, the stacking faults are aligned in two potential <110>daftientations with the [100]
viewing axis, in agreement with a previous MD study [14}. $kfmck in the <321> orientation,
there is one activated slip system at a particle velocity dérd/d4 (immediately above the HEL),
resulting in a parallel pattern of stacking faults (Figure 3djvever, for particle velocities
between 0.5 and 0.8 km/s, secondary slip systems avatadtileading to a more complicated
stacking fault pattern, as shown in Figure 3.5(a). Finadlypérticle velocities above 0.8 km/s,
several slip systems are activated leading to a triangulairggdekilt pattern similar to that of
<111> shock loading (Figure 3.5(b)).

Twinning deformation is observed behind the shock wavd fay shock in the <100>
direction (Figure 3.4) and the <321> direction (Figure&)5Several experimental studies have
observed twinning after shock of monocrystalline Cu in th&0%1]5,6,8,18], <431> [5] and
<221> [8] orientations. In addition, Seif et al. [38] obsdrtxining during shock of single
crystal Cu in the <100> orientation using MD simulations. Inptfesent work, the twinning
deformation is observed behind the shock wave front glfesicrystal Cu in the <100> shock

orientation for the entire range of particle velocities studienvéver, the thickness of twin
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Figure 3.5: Stacking fault pattern behind the shock wave front at t=12 ps (after impact)
for shock in the <321> orientation at particle velocities of (a) 0.7 km/s and (b) 1.
(colored by the centrosymmetry parameter). The viewing axis is perpendicular to the
shock directior

defects decreases for higher particle velocities due todtégtking fault density. For shock in the
<321> direction, the twinning deformation is observed fotigdarvelocities between 0.4 and 0.9
km/s (Figure 3.5(a)).

When a metallic material is subjected to shock loading abeveliL, the sample initially
undergoes a uniaxial (1D) state of stress; this state of streb&s during the plastic relaxation
regime to reach a hydrostatic state of stress. To quantstiqtalaxation, the DXA method is
used to calculate dislocation density. This method is potentredhg accurate than
centrosymmetry-based methods and can categorize the d@hosagments based on their
Burgers vectors. Figure 3.6 shows the evolution of theddisitn density during the plastic
relaxation regime for shock in the <321>, <111> and <Ildr@entations for all types of
dislocations (total dislocation density). For shock in the <Id@ientation, Figure 3.7 shows

both the evolutions of total dislocation density and Shockleyapdrislocation density. The
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pressure is computed as the average of the virial stréss K, Y-, and Z-directions after
removing the Z-component of shock wave velocity. Thesumes and dislocation densities are
calculated over the entire simulation cell based on the cwoénne of the simulation cell. The
time origin is set at the precise time the elastic shock waebesdhe back surface of the
sample. The relaxation simulation is run until the differeretevben the magnitude of the
dislocation density and the prior value (at a given presseiaehes less than 5%, and this
convergence criterion is consistent for all shock orientatibims.dislocation density takes 140
ps, 120 ps, and 140 ps to converge after applying $@laing wall boundary condition for a
shock in the <321>, <111> and <110> orientations, resedct For the <100> shock direction,
the convergence time for plastic relaxation is approximat@lys8after applying the absorbing
wall boundary condition. This is in agreement with the repgtastic relaxation in less than
100 ps (after impact) for a single particle velocity of 0.@8kby Bringa et al. [20].

For shock in the <321>, <111> and <110> orientationsci8byp partial dislocations
comprise greater than 70% of the total dislocation densitgcht garticle velocity, and there is
no significant difference between the evolutions of total disimcalensity and Shockley partial
dislocation density. The difference between the maximum distotdensity and the converged
dislocation density increases with increasing particle velocitghock in the <321>, <111> and
<110> orientations (Figure 3.6). This difference is moraig@ant than in the <100> shock
orientation (Figure 3.7(a)). The dislocation densities at t=28r@ greater than at time t=0 ps for
nearly all particle velocities of shock in the <110> orientasiod particle velocities below 1.0
km/s for shock in the <321> orientation. This is due to th&texce of an elastic precursor wave
with velocity much larger than the plastic wave, and it is ctergisvith observations in Figure

3.2. The standard deviation error for the points in Fi@uéds less than 5.0% except the points
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immediately above the HEL, as discussed previously. Tbeption to this is for shock in the
<321> orientation, points with the particle velocities between 0048t&m/s have a maximum

standard deviation error of 20.0% due to twinning (Figubéa).
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Figure 3.7: Evolution of (a) total dislocation density and (b)
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orientation. The time origin is set to the precise time at
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Even though the total dislocation density generally increasesmeitbasing particle velocity
for shock in the <100> orientation (Figure 3.7(a)), thecBlay partial dislocation density
reaches a maximum around 1.1 km/s (Figure 3.7(b))ti®tataxation occurs for Shockley
partial dislocation for the entire range of the particle velocitresontrast, the magnitude of
total dislocation density at 20 ps after the absorbing wall bayrededition is activated is more
than at time t=0 ps for the particle velocities higher than 1/%.k&ince there is no elastic
precursor for <100> shock (Figure 3.2), a differentinamism must be causing this behavior.
For <100> shock, the DXA method identifies dislocations withgBts vectors of 1/3<100>
with a higher frequency than other shock orientations. fidation of this type of dislocation is
less than 10% of the total dislocation density for particle velgdiigs than 1.1 km/s. Then, it
increases remarkably and reaches a fraction of apprteiyn®il% at time t=0 ps and 51% at
t=80 ps for a particle velocity of 1.4 km/s. Kaiser and Kd®ol1] observed edge sessile
dislocations with Burgers vectors of 1/6<110> and 1/3<IdiGstacking fault intersections due
to Shockley partial dislocation reactions during epitaxially gravfttubic SiC films on Si
(110). The fraction of stacking faults in the <100> modey} maapproximated by analyzing the
fraction of atoms in a HCP structure. Common neighbor arsalith adaptive cutoff distance
[42] identifies 34 at.% HCP structure at t=0 ps and 42 BiCR structure at t=80 ps for a
particle velocity of 1.1 km/s. HCP structure reaches aifractf 52 at.% at t=0 ps and 82 at.% at
t=80 ps for a particle velocity of 1.4 km/s. Because thetitra of Shockley partial dislocation
density decreases for particle velocities higher than 1/& Wagure 3.7(b)), the nucleation of
dislocations with Burgers vector of 1/3<100> is mainly duesztion of Shockley partial
dislocations at the stacking fault intersections, similar to thagrebd by Kaiser and Khodos

[41].
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Zhu et al. [43] showed through dislocation reactions thatlD8x and 1/6<110> stair-rod
dislocations may occur at the intersection of Shockley parti@icdisons and twin boundaries,
which the DXA method also identifies in the present work. ffaetion of dislocations with
Burgers vectors of 1/3<100> increases with increasinticfgavelocity; however, the fraction of
1/6<110> dislocations has a maximum of approximately 8%pattele velocity of 0.7 km/s,
and then decreases to be negligible at a particle velocityt &ini/s. This implies that the
nucleation of dislocations with Burgers vectors of 1/6<110ovedr particle velocities is mainly
due to the reaction between Shockley partial dislocations andbundaries. The 1/3<100>
and 1/6<110> dislocations are sessile and thus restrict sagtifitastic relaxation from
occurring. Because of these complicated mechanismsdok sh the <100> orientation, the
variation of total dislocation density is greater than other shdektations. The standard
deviation error for the points associated with the particle itededess than 1.4 km/s is less than

10% except at the highest particle velocity of 1.4 km/s wler reaches a maximum of 16%.

Figure 3.8 shows a comparison between dislocation dengtyrabching equilibrium for
shock of single crystal Cu in the <100> orientation with previd data [22], MDDP data
[22], analytical data [18] and experimental data [19]. agnitudes of dislocation density from
the experimental study are less than the computational/analytit@ddseérecause a fraction of
the dislocations are relaxed due to the tension waves aethsurfaces and during the recovery
process [20]. The analytical model and the MDDP simulatisesd dislocation mobilities from
experiments at low strain rates [22], and thus the preditisémtation densities are lower than
those predicted by the MD simulations at high strain ramésrdstingly, the present MD
approach predicts slightly higher dislocation densities compartéek previous MD data. In the

previous MD study, dislocation density was computed usicgn&rosymmetry range
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corresponding to Shockley partial dislocations [22]. Thena#& assumed that all disordered
atoms within the selected range are along a dislocation lipasated by the mean atomic
separation at the shock pressure [22]. Shehadeh eRpsg@culated that the calculated
dislocation densities would be an upper limit for the partial diglon densities. In the present
study, the DXA method identifies all possible dislocation segsiessed on their specific
Burgers vectors. Consequently, the magnitudes of dislocdgiosity based on the DXA method
are more inclusive than the centrosymmetric-based metho@xBmple, at a particle velocity
right above the HEL, which the DXA method indicates the ibaabdf dislocation density due to
Shockley partials is approximately 66%, the dislocation densitissd on both methods are very
close as shown in Figure 3.8. However, at higher paxtallecities where the fraction of
dislocation density due to Shockley partial dislocations deesg&sgure 3.7(b)), the DXA

method predicts greater total dislocation density magnitudes.
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Figure 3.9 shows total dislocation density after equilibriumafehock of single crystal Cu in
the <100>, <111>, <110> and <321> orientations. Forkshothe <100> orientation, the
dislocation densities are larger than the other orientations @tiotiehe shock pressures greater
than approximately 34 GPa. This is mainly due to dislocaantions that occur at the
intersection between Shockley partial dislocations and twin laoiesdat lower particle
velocities, as well as the increase in the fraction of dislmeativith Burgers vectors of
1/3<100> at higher particle velocities. For particle velocitievatioe HEL in the <111>
orientation, the dislocation densities are close to the comdspmpvalues for the shock in the
<321> orientation due to the similar dislocation structures thdbaresd in this particle
velocity range (Figures 3.4 and 3.5(b)). For the partielecities above 1.1 km/s, the dislocation
density for shock in the <110> converges towards theadistn densities for shock in the
<111> and <321> orientations. This is additional evidencediaged plastic anisotropy at the
higher particle velocities (except <100> shock orientationjchivban also be observed in Figure
3.2. There is a sharp increase in the dislocation derstityelen 0.4 and 0.7 km/s for shock in the
<321> orientation, in agreement with the sharp increase iplélséc wave velocity within the

same range of particle velocities in Figure 3.2.

Finally, in addition dislocation nucleation and twinning, uniaxial caagion from the FCC
to the BCC crystal structure can occur behind the shock wamt for shock in the <100>
orientation (along the Bain path). Bolesta and Fomin [44]ntbceeported a FCC to BCC
structure transformation behind the shock wave front inergstalline Cu using the MD
simulations. Providing more depth, Sichani and Spearot j3pred the role of grain
orientation, grain size and particle velocity on compressidfCal Cu into the BCC structure

behind the shock wave in nanocrystalline Cu using the MDlatmos. In this work, uniaxial
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compression of FCC Cu to the BCC structure is observieiddéhe shock wave front, and is
most significant at the highest particle velocities studied. Famele, data points at a particle
velocity of 1.5 km/s are not shown in Figure 3.7, becaiesetification of BCC structure at t=0
ps is strong, complicating the identification of dislocations via DXWe uniaxially compressed
BCC structure behind the shock wave front is energeticabyable and quickly returns to the
FCC structure accompanied by defects as the stress atgs ko transition from uniaxial to
hydrostatic. The role of the FCC to BCC structure compressiahe nucleation of dislocations
and twinning behind the <100> shock wave front in singfstat Cu is beyond the scope of the

present work, and will be the focus of a forthcoming menpts
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3.4 Conclusions

The molecular dynamics simulation method is used to investigatelid of crystal
orientation and shock pressure on the evolution of dislocdéasity in single crystal Cu. Four
different shock directions <100>, <110>, <111> and <3&e>selected to study the role of the
crystal orientation on dislocation generation immediately behinditbek front and plastic
relaxation as the system reaches the hydrostatic state. Simsilat@performed for particle

velocities betweeny g, to @ maximum of 1.5 km/s for these four shock orientatidhe DXA

method is used to calculate the dislocation density behindhtdok svave front, allowing for a
detailed investigation based on Burgers vectors of nuclegbxtations. An absorbing wall
boundary condition is used to provide a sufficient time fostpaelaxation while avoiding

extremely large simulation sizes.

Generally, total dislocation density increases with increasirgleavelocity for all shock
orientations. Plastic relaxation for shock in <321>, <111><drkD> directions is primarily due
to a reduction in Shockley partial dislocation density. In addipastic anisotropy is reduced
for particle velocities above 1.1 km/s for these three sbaektations. For shock in the <100>
orientation, plastic relaxation is limited compared to other tHreeksorientations. This is
partially due to the emergence of sessile stair-rod dislocatith€8urgers vectors of 1/6<110>
and 1/3<100>. The nucleation of 1/6<110> dislocations atripaxticle velocities is mainly due
to the reaction between Shockley partial dislocations and twindasies. On the other hand, for
the particle velocities above 1.1 km/s, the nucleation of D@x<Hislocations is predominantly
due to reaction between Shockley partial dislocations at tharggdault intersections. The

complicated plastic relaxation behavior for shock in the <Ifiisntation, results in greater
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dislocation densities after relaxation for shock pressuregea34 GPa compared to other three

shock orientations.
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Abstract

The molecular dynamics simulation method is used to simulatk stave propagation
along the <100> lattice orientation in single crystal Cu. Shocklaimons are performed using
particle velocities between 0.5 and 1.7 km/s for samples withal temperatures of 5, 300 and
600 K. The focus of this work is on the ability of the edded-atom method (EAM) interatomic
potential and common neighbor analysis (CNA) to predict agtiig defects and crystal
structures that form behind the shock front. Initially, CNA iatks that FCC Cu is uniaxially
compressed towards the BCC structure behind the shocek fnaat; this process is more
favorable at higher shock pressures and temperatunepaFfitle velocities between the
Hugoniot elastic limit and 0.9 km/s, CNA indicates that uniaxiadiypressed Cu quickly
relaxes back into a FCC structure with a dislocation and twgnmétwork. However, for particle
velocities above 0.9 km/s, CNA indicates that regions of Ei@Btal structure nucleate from
uniaxially compressed Cu. Free energy calculations of <ii@@xially compressed Cu and
hydrostatically compressed FCC and HCP Cu confirm thatdimpressions characteristic of
particle velocities less than 0.9 km/s, the FCC structure iswest energy structure. However,

for larger compressions, several EAM potentials predi¢tthieahydrostatically compressed HCP
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phase has a lower energy than the FCC phase, withyediéfieyence on the meV level. Thus,
the nucleation of HCP Cu from uniaxially compressed Cyéaticle velocities above 0.9 km/s

is likely an artifact of the EAM interatomic potential.

4.1 Introduction

Important deformation phenomena may occur in metallic métesidbjected to shock
loading above a critical shock strength, including dislocatioeggion [1-4], twinning [5-8]
and phase transformations [9-12]. Non-equilibrium moleayaamics (NEMD) simulation is a
powerful computational tool to study deformation phenomenamttength scale and ns time
scale resolution, including martensitic (diffusionless) phasesfibamations in shocked single
crystal [9-22] and nanocrystalline [23-26] metallic materkads.example, Kadau et al. [9]
reported a BCC to HCP phase transformation in single crystalibjected to <100> shock.
They observed nucleation of HCP grains behind the siagk front above a critical shock
strength, resulting in the formation of a phase transformatare behind the elastic precursor
wave for lower particle velocities, and an overdriven phi@seformation wave for greater
particle velocities. To explore the orientation dependenceadetransformations in shocked
single crystal Fe, Kadau et al. [10] studied shock waepagation in <100>, <110> and <111>
directions. They reported that the BCC to HCP/FCC (closekpaterial) phase transformation
during <100> shock is a shuffle dominant mechanism; ceelerthe phase transformation
during <110> and <111> shock included a large shedribation. Zong et al. [22] studied the

HCP (@) to hexagonald) phase transformation in single crystal Ti during shockerj@h01],

[1010] and[1210] lattice orientations. For shock loading[ir010] and[1210], they reported
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that there is a 90 degree lattice rotation before the phaséomaation occurs, caused by a

combined shuffle and shear mechanism.

Recently, using NEMD simulations and a structure factor bamstlod to identify crystal
structure, Bolesta and Fomin [27] reported a FCC to BGGelransformation behind the shock
wave front in nanocrystalline Cu. Around the same time,&icand Spearot [28] used NEMD
simulations and the adaptive common neighbor analysis me2Bptb[study the role of grain
orientation, nanocrystalline grain size and particle velocityroaxial compression of Cu
towards the BCC structure during shock. The stability of t6€ Bhase of Cu has been debated
in the literature. Some researchers have reported that BGEu@stable mechanically [30,31]
and energetically [30,32], while other researchers heyged that under specific deformation
constraints, BCC Cu can be mechanically [33] and enealjgt[84,35] stable. For example,
Wang and Sob [35] showed that if the FCC to BCC transitbam occurs along the trigonal
phase transformation path and the lattice is compressed udkatlg, the BCC phase of Cu can
be lower energy than the FCC phase. In addition, Mei E83lused ab initio calculations to
show that for hydrostatic pressures above 7.5 GPa, tle@@se of Cu is mechanically stable.
Importantly, the combined influence of temperature and press uniaxial compression of Cu

towards the BCC structure during shock has not been exblor

More recently, using NEMD simulations and the common n&ighhalysis, Wen et al. [36]
reported a twinned HCP microstructure behind the <100zksivave front in single crystal Cu
above 75 GPa pressure. However, to the best knowlddige authors, there is no experimental
evidence for stable formation of HCP structure in singletalys polycrystalline Cu during

shock. For example, Murphy et al. [37] performed <1680ock experiments for Cu up to 100
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GPa pressure and did not observe a twinned HCP miatasgteun their post shock analysis.
Thus, the objective of this work is to assess the ability oéthieedded-atom method (EAM)
interatomic potential to predict defects and phase transformdémsd the shock front at high
shock pressures. In addition, the ability of the commonrhbeiganalysis (CNA) method with
adaptive cutoff distance to identify crystal structures bettiadshock front is assessed.
Molecular dynamics simulations of <100> shock in single chy3tieare performed for particle
velocities from 0.5 to 1.7 km/s, and initial sample temperatir&s 300 and 600 K. To explain
the observation of different Cu crystal structures that dyeediy form during shock and remain
at the Hugoniot state (the equilibrium state behind the shoe& fxant), free energy

calculations are also employed in this study.

4.2 Methodology

The molecular dynamics method within LAMMPS [38] is useditoulate <100> shock
wave propagation and the Hugoniot state in single crystal @oafly, the embedded-atom
method potential for Cu developed by Mishin et al. [39] eduss the interatomic potential. This
interatomic potential has been shown in prior shock studiextoately capture the Hugoniot
curve (the relationship between shock velocity and partidteirg) [40], dislocation
generation/relaxation in single crystal Cu [4,41] and uniaxiadpression of FCC Cu towards
the BCC structure in nanocrystalline Cu [27,28]. The abilftihis interatomic potential (and
others) to predict crystal structures behind the shock ftdngh shock pressures will be
evaluated in the result section. Single crystal Cu modelslaagths of 21.69, 21.69 and 108.45

nm in the X-, Y- and Z-directions, respectively, contaimr@20,000 atoms. The simulations are
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performed for initial temperatures of 5, 300 and 600 & employ particle velocities between
0.5 to 1.7 km/s. Detailed information regarding boundandimns, simulation equilibration
and simulation validation can be found in Chapter 3. Brisfiyack is created via a momentum
mirror technique [1] and at the precise time the shock weaehes the end of the model, an
absorbing wall boundary condition[42] is applied, and thrmiktion continues for an additional
100 ps to reach the Hugoniot state. Simulations are perfoitmnee independent times for each
combination of particle velocity and initial temperature, usinfpoeht random seeds to create

the Gaussian velocity distribution associated with the given initig¢eature.

The common neighbor analysis [43] is a computational to@dognize crystal structures in
solid materials. To determine the local crystal structure, the @lyéithm searches the nearest
neighbors of each atom within a cutoff distance. In thiskwo identify the atomic fraction of
crystal structures behind the shock wave front, the CNA edettith an adaptive cutoff distance
[29] in OVITO [44] is used, which is more suitable foultitphase systems than a fixed cutoff
distance [29]. The adaptive CNA method has been ugagbinshock studies [23,28,36,45]. It is
important to note that the CNA method may identify an atom lasdp@g to a given crystal
structure even if that atom is under deformation; the effetti®on crystal structure prediction
behind the shock wave front will be evaluated in this wotkCAIA based calculations in this
study are averages over three independent simulationshat@abination of initial temperature
and particle velocity. Mean values of the structure fracti@msnol the shock wave front are
presented for all data, with error bars for data at the riogetate based on normalized standard

deviation.
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4.3 Results and Discussion

Figure 4.1 shows the relationship between temperature asgype at the Hugoniot state for
particle velocities from 0.5 to 1.7 km/s and three differeititirmodel temperatures. The
temperatures are computed after removing the Z-compohém velocity (the velocity in the
direction of the shock loading). The pressures are com@st¢he average of the virial stress in
the X-, Y-, and Z-directions after removing the Z-compardnhe shock wave velocity. There
is no significant difference between the pressures at tigertot state for samples with the same
particle velocity and three different initial temperatures; the maxirelative pressure
difference is 4.8%. Generally, the Hugoniot pressuregatem particle velocity increase
modestly with decreasing initial temperature. At higher tempastunore dislocation

annihilation and plastic relaxation is expected leading to thistresu
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Figure 4.1: Relationship between temperature

and pressure at the Hugoniot state for initial

temperatures of 5, 300 and 600 K and particle
velocities from 0.5 to 1.7 km,
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Figure 4.2EEvolution of defects behind the shock wave front {
model with initial temperature of 300 K and particle velocity of
0.7 km/s. Figures (@) to (c) correspond to t=10 ps (after impact),
and t=0 ps and t=100 ps (after applying the absorbing wall
boundary condition), respectively. The FCC, HCP, BCC and

unidentified structures are colored by green, red, blue and white,
respectively.
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For particle velocities between the Hugoniot elastic limit and B8 kthe deformation
response is dominated by dislocation plasticity and twinning,reeagent with recent studies
[4,36,41]; an example of this is shown in Figure 4.2 fpadicle velocity of 0.7 km/s and an
initial temperature of 300 K. The FCC lattice is uniaxially comgpedgowards the BCC
structure behind the shock wave front, identified via ada@N@, and quickly relaxes into a
faulted FCC crystal, including stacking faults and twin boundaifibe intersecting
configuration of stacking faults is due to the generation otlRy partial dislocations on four
{111} close-packed planes and the growth of twins, asudsed in detail in prior work by
Sichani and Spearot [4]. The Hugoniot elastic limit (HEL) \ebwhich generation of
dislocations and other defects is observed, occurs bepeztde velocities of 0.6 and 0.7 km/s
for <100> shock of single crystal Cu at initial temperatureéd06fand 600 K. The HEL occurs at
a particle velocity of 0.5 km/s in the model with an initial tempeeatii 5 K. From Figure
4.2(c), the fraction of atoms identified as HCP structureeaHiligoniot state is less than that at
the precise time of applying the absorbing wall boundaryitondFigure 4.2(b)). This is due to
plastic relaxation of defects in the model, which leads talacten in dislocation density as

confirmed previously by Sichani and Spearot [4].

Figure 4.3 shows the computed FCC, HCP and BCC atoautidns behind the shock wave
front for three different initial temperatures and for différparticle velocities; these atomic
fractions are calculated using the adaptive CNA over thenelof shocked material only. The
atomic fraction of unidentified structure is not shown in FiguBe Generally, unidentified
structure is a small fraction of the data; for example, thmiatpercentage of unidentified
structure for a model with a particle velocity of 1.0 km/s andhitial temperature of 300 K at

the Hugoniot state is 6.0 at.%. The time origin for the dafaguare 4.3 is set at the initiation of
84



the shock wave via the infinite mass wall. The Hugonidestata corresponds to the

equilibrium that is achieved at 100 ps after the absorbingbeatdary conditions is activated,

where convergence is observed in the CNA data. Thisectgaxce time was confirmed in a

previous study [4] and is in agreement with Bringa et &l ($ing an extremely large MD

model.
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Figure 4.3: Evolution of atomic fractions of FCC, HCP and BCC structures for particle
velocities from 0.5 to 1.7 km/s. The error bars are based on the normalized standard
deviation and thev are shown onlv for the Huaoniot state (red
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Before conclusions are drawn from Figure 4.3, the dityatf adaptive CNA for
identification of local atomic structure behind the shock wawetfmust be assessed. Additional
calculations are performed where a small FCC Cu modet (IDx 10 unit cells) is uniaxially
compressed at 0 K along the [001] crystal orientation (G-awitk zero strain in [100] and [010]
orientations (a-axis). Adaptive CNA method identifies the uniax@iypressed structure as
FCC until a compression of c/a=0.79 with an atomic volun® 2 A¥atom, and then identifies
atoms in the structure as BCC with continued compression, patiect BCC Cu structure is
achieved at c/a=0.7 and atomic volume of 8i3&tom, in agreement with Bain path [39]. This
confirms that the CNA method may identify an atom as belgnigira cubic crystal structure
even if that atom is under deformation. The processiakiai compression is reversible as a
structure starting in BCC is identified as BCC structure untilstristched to an atomic volume

of 9.32A3%atom.

Returning to Figure 4.3, at particle velocities from 0.5 tokén#s, the competition between
elastic compression and dislocation activity (identified via HCR&tre from stacking faults) is
temperature dependent. The fraction of structure identifeBICGC for a model with an initial
temperature of 5 K and particle velocity of 0.5 km/s is&@.% at the Hugoniot state (Figure
4.3(c)). On the other hand, the fraction of structuretiied as BCC for models with initial
temperatures of 300 and 600 K at a particle velocity okt is 3.0 and 8.7 at.% at the
Hugoniot state (Figures 4.3(f) and 4.3(i)), respectivele &lastic compression is a temperature
dependent phenomenon, and is preferential at higher tetmger.alrhus, compression of the
lattice towards the BCC structure for models with initial tempeeataf 300 and 600 K at
particle velocity of 0.5 km/s is more prominent, delaying diglooanucleation and promoting a

higher HEL (which occurs at 0.5 km/s for the model with inteahperature of 5 K). For a
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particle velocity of 0.6 km/s, during the embryonic dislocatioal@ation process, the fraction of
structure identified as BCC is 7.2 and 12.4 at.% at the Hagstate for models with initial
temperatures of 300 and 600 K, respectively. At this pas@lecity, dislocation nucleation is
not significant yet, and elastic compression is the primaryrgheftion mechanism. For particle
velocity of 0.7 km/s (above the HEL), dislocation nuclaatizechanisms are preferential to
lattice compression, leading to a significant drop in BCC ideatiba (0.2 at.%) at the

Hugoniot state for models with initial temperatures of 300G0@K.

The observation of higher levels of elastic uniaxial comprasa higher initial temperatures
remains valid at higher particle velocities. For example, Cilipts 11.5, 24.3 and 68.9 at.%
BCC structure at a particle velocity of 1.4 km/s at t=16 p®(beapplying the absorbing wall
boundary condition) for initial temperatures of 5, 300 an@dl I€0respectively (Figure 4.3).
Similarly, the elastic compression Cu towards the BCC sticsumore favorable at higher
uniaxial strains (higher shock pressures). For examplé, @#dicts 15.7, 24.3 and 92.5 at.%
BCC structure at an initial temperature of 300 K at t=16 panttle velocities of 1.1, 1.4 and
1.7 km/s, respectively (Figure 4.3). However, the unigx@mpressed Cu does not relax back
into FCC and HCP structures, and remains at the Hugonioiastaiéal temperatures of 600
and 300 K and particle velocities greater than 1.4 andrii/8 (Figure 4.3), respectively. This
implies the preference for the elastic compression at higimgretatures and uniaxial strains.
Figure 4.4(a) shows that the uniaxial compression of Ciedtltigoniot state at a particle
velocity of 1.6 km/s and initial temperature of 600 K is less thtomic volume of 9.3&3/atom
leading to BCC identification. Figures 4.4(b) and 4.4(c) sttencrystal structure of models at
the Hugoniot state and initial temperature of 5K at particle veloafiésl and 1.6 km/s,

respectively. In Figure 4.4(b), the crystal structure induleombination of FCC (accompanied
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by stacking faults) and HCP structures. In Figure 4.4¢e)crystal structure is predominantly
HCP according to CNA,; the explanation of this observation williseussed in following

paragraphs.

[001]

Figure 4.4: Crystal structures predicted by CNA at the Hugoniot
state of shock. Figure (a) corresponds to a model with initial
temperature of 600 K and particle velocity of 1.6 km/s. Figures
(b) and (c) correspond to models with initial temperature of 5 K
and particle velocities of 1.1 and 1.6 km/s, respectively. The
FCC, HCP, BCC and unidentified structures are colored by ¢
red, blue and white, respective
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For particle velocities above 0.9 km/s, the FCC lattice is initiaipmressed towards the
BCC structure at all temperatures; the compressed Cu s@mslgelaxes into closed-packed
HCP and FCC structures accompanied by stacking faulta.i@&htifies that the atomic fraction
of HCP structure at the Hugoniot state is greater than that &ips=for particle velocities above
0.9 km/s (Figures 4.3(b), 4.3(e) and 4.3(h)). This ingieat there is a fraction of HCP structure
created which is not due to generation of Shockley partimlodisons and stacking faults.
Sichani and Spearot [4] reported that the dislocation densibgciased with Shockley partial
dislocations decreases after a particle velocity of 1.1 kmis1f@0> shock of Cu during plastic
relaxation. Instead, HCP clusters are nucleated froralé#stically compressed Cu for particle

velocities above 0.9 km/s.

Even though the transformation of BCC to HCP Cu underigin conditions is possible, a
comprehensive assessment is required to justify the formatidigrowth of HCP Cu within the
elastically compressed region during <100> shock of singktal Cu. Some researchers have
reported phase transformation of BCC to HCP Cu numeripbilyand experimentally [48]. For
example, Wormeester et al. [48] observed a BCC to H@Etsre transformation during
epitaxial growth of Cu on W (100), and reported that lavgirme fractions of the HCP phase
are created at lower substrate temperatures. Motivated biGRestructure observed in
experiments, Jona et al. [49] used first-principles cdiicuia to explore phase transformation
pathways leading to HCP Cu. Confirming the epitaxy experiméats et al. [49] showed that
the HCP structure could be stabilized through lattice confinerdsinig MD simulations, Xie et
al. [47] reported FCC to BCC and BCC to HCP phase toamsftions in Cu nanowires under
uniaxial tension at high strain rates and low temperatureslditian, Togo and Tanaka [50]

showed via first principles calculations that under the rigtitvpay, BCC Cu can transform to
89



the HCP structure. However, to date, no experimental gtedgrmed using the same shock
strengths [37] has shown large regions of HCP materfa\ber, as shown in Figures 4.4(b) and
4.4(c). Thus, the observation of HCP during shock isedhmetastable phenomenon unique to

loading conditions in MD simulations, or an artifact of the EAblemtial.

To assess the validity of the HCP dominant structure thasappluring <100> shock of
single crystal Cu, free energy calculations are perforifigadre 4.5 shows free energies of Cu
during <100> uniaxial compression of Cu and hydrostaticpeession of FCC and HCP Cu at 0
K. For uniaxial <100> compression, starting from the FC@ctire, the model is compressed in
[001] crystal orientation (c-axis) with zero strain in [100§l §010] orientations (a-axis). The
procedure is similar to tetragonal path (Bain path) describpreinous study [39], but the
volume of model is not conserved in the <100> uniaxial cesgion path. This path is expected
to be analogous to the strain state during <100> shock ile singstal Cu (without considering
the temperature effects). During uniaxial <100> compres§IbiA identifies the crystal
structure starting at BCC Cu at c/a=0.79 corresponding ta@taiume of 9.3243/atom, which

is comparable with emergence of BCC structure at c/a=0i@gdBain path [39].

The free energy calculations in Figure 4.5 show that uniadaltypressed Cu can relax to
lower energy FCC or HCP structures as the stress stdtegvo hydrostatic compression at
Hugoniot equilibrium. The free energies of hydrostatically casged FCC and HCP structures
in Figure 4.5 are very similar. Thus, Figure 4.6 showslifierence between free energies of
hydrostatically compressed FCC and HCP structures with meadispon. The cohesive energy
of FCC Cu is lower than the HCP structure at the equilibriuate $atomic volume=11.81

A3/atom), which is in agreement with the validation provided in tiggnal publication of the
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Figure 4.5: Comparison of free energies for the

uniaxial <100> compression path, hydrostatically

compressed FCC Cu and hydrostatically

compressed HCP Cu. In the uniaxial <100>

compression path, starting from the FCC structure

at atomic volume of 11.8A3/atom, CNA

identifies the structure as BCC starting at an

atomic volume of 9.3A3/atom. Upon continued

compression, perfect BCC Cu is achieved at

atomic volume of 8.34.3/atom.
interatomic potential [39], and this trend continues until atomicrmelof approximately 9.4
A¥atom. However, for atomic volumes range between 6.@andl¥/atom, HCP structure is
predicted to have a lower energy than the FCC structuCe ¢Figure 4.6). Two other EAM
interatomic potentials [51,52] are assessed (Figure 4 @yesults are in agreement. This means
the observation of HCP structure as a lower energy stauctuhis range of hydrostatic

compressions at 0 K temperature is likely an artifact of thi&l Egxmulation.

Connecting these free energy calculation results to the sirockation observations, <100>
shock particle velocities of 0.9 km/s and below createngcession at the Hugoniot state that
results in atomic volumes greater than oAdfatom. Free energy calculations show that
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Figure 4.6: Comparison of free energy differences
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the FCC structure is lower in ener

hydrostatically compressed FCC Cu has a lower energtdamic volumes greater than 9.4
A¥atom. Thus, relaxation of the uniaxially compressed struattwea FCC lattice with stacking
faults and twins is justified. On the other hand, at particle itedegreater than 0.9 km/s, <100>
shock creates a hydrostatic compression that results in atofuioes less than 9.7 atom.
Free energy calculations show that hydrostatically compidd€® Cu is lower energy for
compressions with atomic volumes less thanAS/atom. Note, unlike the free energy
calculations at 0 K, the influence of temperature on atomimves must be considered in the
shock simulations. Thus, at the same compression levebok simulations and free energy
calculations, the atomic volume at the Hugoniot state of shagle&er than in the free energy

calculations. Combined, observation of HCP cluster nucleatitiin the uniaxially compressed
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Cu behind the shock front at particle velocities greater tiakr/s is likely an artifact of the

EAM formulation.

4.4 Conclusions

The molecular dynamics simulation method with the adaptive EAtifies several crystal
structures during <100> shock in single crystal Cu. Initiallg,R&C Cu structure is uniaxially
compressed towards the BCC structure behind the shoak fnant; this process is more
favorable at higher shock pressures and temperatunepaFfitle velocities between the
Hugoniot elastic limit (HEL) and 0.9 km/s, compressed Cukdpi@laxes back into a faulted
FCC structure including dislocations, stacking faults and twinfiihg.competition between
<100> uniaxial elastic compression of Cu and the nucleatmtidmof dislocations is a
temperature dependent phenomenon. For particle velocigategthan 0.9 km/s, simulations
show that uniaxial compression of Cu can promote the rareaf HCP and faulted FCC
structures. Free energy calculations of uniaxially compdeGse along a stress path similar to
that during shock, and hydrostatically compressed FCC @&RIEl show that for particle
velocities of 0.9 km/s and below, FCC Cu is the lowest gnemgstal structure. However, for
atomic volumes between 6.6 and 83%atom, the HCP structure of Cu is predicted by the EAM
potential to have a lower energy with differences on the er@rgy level. Since HCP Cu is not
observed experimentally during shock at high pressuresuitieation and growth of HCP
clusters behind the <100> shock wave front for particlecitds above 0.9 km/s is likely an

artifact of EAM interatomic potentials.
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Abstract

The molecular dynamics method is used to investigate the diepes of grain size and grain
orientation on deformation in nanocrystalline Cu during shBekticle velocities from 1.0 to 3.4
km/s are applied to nanocrystalline Cu samples with grain S@ast to 26 nm. Results show
that grain size does not significantly influence the temperatnugressure of the Hugoniot
state. However, grain size, grain orientation and particle ¥glda influence the details by
which Cu is uniaxially compressed into a BCC structure aspires between 100 and 200 GPa
behind the shock front. The computed atomic percentaB€Gf structure ranges between 3.4
and 9.2% depending on grain diameter at a particle velocitybdfm/s, reaches a maximum
between 23.3 to 30.7% at a particle velocity of 2.4 km/stlaewl decreases to approximately
0.0% at a particle velocity of 3.2 km/s. At a particle velocft?.d km/s, the atomic percentage
of BCC structure observed during shock increases witleasang grain size, while this trend is
reversed at a particle velocity of 1.5 km/s. Moreover, tigenvation of BCC structure strongly

depends on grain orientation; grains with <100> directions lglasigned with the shock
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loading direction show a higher percentage of BCC strudtpdying a tetragonal

transformation path (Bain path).

5.1 Introduction

Phase transformations in materials under shock loadingecdivided into two distinct
categories: solid-liquid phase transformations and solid-soliseptnansformations. The
Hugoniot state (the equilibrium state behind the shockwawe)famd solid-liquid phase
transformations have been extensively studied over theehastad decades using molecular
dynamics (MD) simulations and experimental methods [1-2@}]ekample, Bringa et al. [3]
investigated the Hugoniot state during shock of single cryspgder along several different
crystallographic directions for Hugoniot pressures betwesami2800 GPa and reported that the
shock velocity magnitude as a function of particle velocity arasotropic. To further study
anisotropies in the Hugoniot state and melting of Cu, He Et&]lIstudied bulk and dynamic
local melting of shocked hexagonal columnar nanocrystallinsaples and reported that even
though the Hugoniot state and bulk melting behavior are indiepé¢iof shock direction, the
local melting is strongly anisotropic due to mechanisms includiegelting, superheating,
supercooling and recrystallization. To explain observatiomsedifing in shocked Cu samples at
temperatures below the expected melting temperature for ia gfioek pressure, Levitas and
Ravelo [13] proposed virtual melting as a relaxation mechadiging states of high deviatoric

stresses.

On the other hand, solid-solid phase transformations uhdek $oading are sometimes

observed at pressures below the melting point. Over thddaatle, MD simulations and
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experimental studies have been performed to explore smidlghase transformations in single
crystals [21-35]. For example, Kadau et al. [24] identiffexirole of shockwave strength on
structural transformations in Ga single crystals. Cui et &].42plored the role of nanovoid size
on the BCC to HCP phase transformation in Fe during sl@mkparatively, there are very few
studies on solid-solid phase transformations in nanocrystaflaierials [36—40]. Gunkelmann et
al. [38] investigated the BCC to HCP phase transformatioamocrystalline Fe during shock

and observed dislocation generation at grain boundariesehibie phase transformation.

More recently, a FCC to BCC phase transformation behmdhbck front in nanocrystalline
Cu was reported by Bolesta and Fomin [36]. In their wodkocrystalline Cu samples were
constructed via homogeneous nucleation and growth withiolacmelt at a constant
temperature. To study the dynamics of material behind theks$hant at longer times, they
employed the Hugoniotstat algorithm [11]. For the range ahgtiameters from 2 to 12 nm,
Bolesta and Fomin reported that grain size does noffisgmily influence the shock Hugoniot
curve, with only a modest (<10%) increase in temperateinénd the shock front for the smallest
2 nm grain size model. A FCC to BCC phase transformatamidentified behind the shock
front between 100 and 200 GPa pressure via applicatithre @tructure factor equation. They
reported that this phase transformation is possible only atinethbtates of high temperatures
and pressures, and does not occur at room temperagiaaiess of the applied pressure. Upon
unloading of the shock, the BCC lattice reverted back to@ I&@ice below 1150 K and 66
GPa, forming a cellular stacking fault structure. BolestaFanrdin did not explore the role of
grain size and orientation on the extent to which the systelergoes the observed structural

transformation behind the shock front.
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The observation made by Bolesta and Fomin contributes trisigie thermodynamic and
mechanical stability of the BCC phase of Cu. Although soutieoas have reported that the BCC
phase of Cu is unstable energetically [41,42] and mechlfnjd1,43], other authors have
argued that under certain mechanical constraints, the B&€§emi Cu can be lower in energy
than the FCC phase [44,45] and mechanically stable f8lexample, Wang and Sob [45]
showed that BCC Cu can be energetically stable if the lattrestiscted to deform along a
trigonal deformation path. Also, recent ab initio calculationMeyet al. [46] showed that BCC
Cu under hydrostatic pressure becomes mechanically stiablé GPa compression, as shown
by a change in the sign of the tetragonal shear modulumsrfegative to positive, and stability
continues to increase with increasing hydrostatic compredsimnestingly, some researchers
have predicted a double minimum in the total energy per at@d&C Cu with respect to
volume [44,47], while other researchers have predicgdgie minimum [48-51]. Ultimately,
under the right external constraints, the existence of BC€a@be favorable, validating
observations of BCC Cu in precipitates and in epitaxially griwmfilms [44,52]. Importantly,
the combined role of temperature and pressure on the stabiB§C Cu has not been explored;
Bolesta and Fomin [36] argued that their observation o B during shock deformation is the

combined effect of temperature and pressure on phdsktgta

The main goal of this work is to determine how the deformatfaranocrystalline FCC Cu
during shock depends on particle velocity, grain size aait grientation using the molecular
dynamics method. A wide range of particle velocities fromd 8.4 km/s (40 GPa to 256 GPa
pressures) is applied and uniaxial compression of FCCtGuha BCC structure is observed for
pressures between 100 and 200 GPa, in agreement wifvatisns of Bolesta and Fomin [36].

Four different grain diameters (6, 11, 16 and 26 nm}alected to study the influence of grain
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size on the Hugoniot state and the details of the deformasponse in Cu. The effect of each
grain orientation on Cu compression is also studied to pronate depth to the observation of
BCC structure during shock of nanocrystalline FCC Cu. Reshow that grains with a <100>
direction closely aligned with the shock loading direction hakiglaer tendency for uniaxial

compression into the BCC structure, implying a tetragonal aheftion path (Bain path).

5.2 Methodology

The molecular dynamics method with the LAMMPS software [§3lsed to simulate the
shock and the Hugoniot state in nanocrystalline Cu. The etebdeatom method (EAM)
potential for Cu developed by Mishin et al. [54] is usedadriteratomic potential. The Voronoi
method is implemented to construct a random distribution of gréentations for four different
grain diameters (6, 11, 16 and 26 nm) within fully periaiculation cells. Figure 5.1 shows a
representative schematic of the simulation cell for the ngstatline Cu samples. Table 5.1

contains information related to the simulation cell size foheaain diameter.

Table 5.1: Physical dimensions and number of atoms inreaudcrystalline model.

Grain Number of Number of X length Y length Z length
diameter grains atoms (nm) (nm) (nm)
(nm)
6 800 ~ 5,600,000 23.86 23.86 116.37
11 240 ~ 10,700,000 33.0 33.0 115.86
16 73 ~ 10,000,000 32.0 32.0 115.82
26 45 ~ 26,500,000 52.0 52.0 115.87
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Figure 5.1: Schematic of the nanocrystalline Cu
sample with 73 grains and a grain diameter (
nm (colored by grain numbe

Initially, the microstructure is equilibrated to a desired tempezand pressure of 300 K
and 1 bar using the constant pressure-temperature (Néthpdand 3D periodic boundary
conditions. Then, the periodic boundary condition in the ztioe is removed, exposing free
surfaces in this direction. Shock is induced in the microstreasing the momentum mirror
technique [55] under periodic boundary conditions in thand y-directions. In the z-direction,
shock is created by assigning each atom in the microsteugtparticle velocity of giimpacting
the sample with a stationary infinite mass wall. The shockugagenerated in the opposite
direction at the interface between the sample and the wall. Atré¢oese time the shockwave

reaches the end of the sample, an absorbing wall condsédms[activated. The simulation
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continues for 100 ps to achieve the Hugoniot state. Thdiegsi@f motion are integrated with
the velocity-Verlet method with a time step of 1 fs for all sirtiates. To study the structure of
nanocrystalline Cu before and after shock, and the fraofitime system that undergoes structure
transformation during shock, the common neighbor analgdig\] method with an adaptive

cutoff distance [57] in OVITO [58] is used.

5.3 Results and Discussion

Figure 5.2 shows the temperature-pressure relationship &luoniot state for particle
velocities from 1.0 to 3.4 km/s applied to each nanocrystalim sample. The temperatures in
Figure 5.2 are computed after removing the z-componehtofelocity (the velocity in the
direction of the shock loading). Pressures are computed the virial definition for stress with
the z-component of the velocity removed. The pressuregure 5.2 are the average of the
pressures in x-, y-, and z-directions. The hydrostatic ngettimve in Figure 5.2 is extracted
from the theoretical calculations of Moriarty [59] for singlgstal Cu. The Hugoniot state
occurs when the system is at thermodynamic equilibrium; Figu¢a) and 5.3(b) show that the

system has achieved thermodynamic equilibrium behind thek $tamt.

The Hugoniot graph (Figure 5.2) provides a clear metbatifferentiate between partial
melting and bulk melting based on the temperature and peesktite microstructure at the
Hugoniot state. This figure can be divided into three main nsgiolid, partial melting and
liquid. The points under the hydrostatic melting curve are isttid state, the points above the
hydrostatic melting curve are in the liquid state and the poinisivapproximately coincide

with the hydrostatic melting curve indicate partial melting of theacrystalline sample. Partial
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Figure 5.2: The temperature-pressure relationship at
the Hugoniot state in nanocrystalline Cu at different
particle velocities and different grain diameters.
hydrostatic melting data is taken from [59].

melting occurs within the pressure range between 186 an&GPR2a (particle velocities from 2.8

to 3.1 km/s). This range is in reasonable agreement withopieMD work for a columnar
nanocrystalline Cu sample with a grain size of 26 nm wHiclwed a partial melting range of

197 to 257 GPa [18], and also previous experimental faongolycrystalline Cu with a partial
melting range of 232 to 265 GPa [60]. Bulk melting occtifg@ssures above 220 GPa (3.1 km/s
particle velocity), which agrees very well with previous MD kgofor polycrystalline [36] and
single crystal Cu [1,3,6,15,20]. Results in Figure 5.2 stimawthe grain size does not have a
significant influence on the pressure or the temperature dldlgoniot state for the range of
particle velocities from 1.0 to 3.4 km/s and the range ofthe diameters from 6 to 26 nm.

This conclusion is in agreement with Bolesta and Fomin [36icwwas done for a range of

grain diameters from 2 to 12 nm. Although nanocrystallingadasicontain a high fraction of
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atoms at grain boundaries, the shock intensity is sufficientfg ldrat grain size does not

appreciably effect the initiation of partial melting during shock.
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Figure 5.3: (a) The pressure evolution of shocked nanocrystalline Cu
reaching the Hugoniot state, (b) the temperature evolution of shocked
nanocrystalline Cu reaching the Hugoniot state.

107



Figure 5.4 shows a nanocrystalline Cu sample with 16 nmageerain diameter subjected
to a shock particle velocity of 2.0 km/s (correspondingpceasure of 113 GPa and a
temperature of 2680 K). Based on CNA, a portion of @éneorystalline Cu sample is identified
as BCC structure. This observation is in agreement with Baest&omin [36]. To investigate
if the existence of the BCC structure behind the shock fsoan artifact of the interatomic
potential employed, two additional interatomic potentials are ude@Zpand in both cases the
BCC structure is observed during shock loading. Note, Bsluko et al. [63] performed
equilibrium MD simulations studying single crystal Cu behaviomrduhydrostatic compression
up to 200 GPa and temperatures up to 1400 K, and dobsetve a FCC to BCC
transformation. To extend these equilibrium (NPT) simulatioriertgperatures characteristic of
those observed behind the shock front in Figure 5.3¢pplemental simulations are performed
in the current work using 3D periodic boundary conditiom$hfarostatic pressures between 50
and 200 GPa and temperatures up to 3000 K. The BQ€ste is not observed in any of these
equilibrium single crystal Cu simulations. However, a significant@ntage of BCC structure is
identified using CNA (~ 87at.% BCC) behind the shock fromat dugoniot pressure and
temperature of 120 GPa and 2300 K in single crystal Ccksldoalong the [001] direction, with
periodic boundary conditions in the [100] and [010] diredidrherefore, observation of BCC
structure occurs during dynamic uniaxial deformation produaceging shock loading and not

during an equilibrium hydrostatic loading.

Figure 5.5 shows the atomic percentage of the nanoltiyst@u sample that is identified as
BCC structure at the Hugoniot state for different grain §@es 26 nm) and particle velocities
(1.0 to 3.2 km/s). At 2.4 km/s (147 GPa), the atomicqrgeage of the sample that has a BCC

structure increases with increasing grain size (most significemthe range between 6 to 16
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Figure 5.4: Structure evolution for a shocked nanocrystalline Cu sample with 73
grains, grain diameter of 16 nm and particle velocity of 2.0 km/s based on CNA (the
green, red, blue and white colors are associated with the FCC, HCP, BCC and
unidentified structures, respective

nm). In samples with larger grains, a larger fraction aihatare originally in the FCC phase,
thus the potential of Cu compression into a BCC structuredasesg-or particle velocities from
2.8 to 3.1 km/s, partial melting occurs and a portion of &€ phase is transformed to the
liquid phase instead of the BCC structure. CNA indicates thahitmstructure at 2.8 km/s
particle velocity includes a combination of BCC structure andamtified structure associated

with disordered grain boundaries and virtual melting [13f.F&aticle velocities more than 3.1
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km/s the FCC to BCC structural transformation is not obsemstéad, the microstructure

undergoes a solid-liquid phase transformation.

35
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Figure 5.5: Variation of the atomic percentage of
BCC structure at the Hugoniot state as a functic
grain diameter and particle velocity.

Unexpectedly, at a particle velocity of 1.5 km/s, the atorarcgntage of the BCC structure
increases with decreasing grain size. To investigate if thdeuof grains influences this
observation, a nanocrystalline sample with 240 grains arrd@sgrain diameter of 6 nm is
created and subjected to shock with particle velocities oR2105and 2.4 km/s. CNA results
show that the atomic percentage of BCC structure is neamyioal to the nanocrystalline
sample with 800 grains and average grain diameter of 8hown in Figure 5.5. Thus, it is
hypothesized that the behavior at 1.5 km/s is due to the difficlidislocation nucleation in the
smallest nanocrystalline samples, demanding that a uniaxial essign to the BCC structure
occurs to accommodate the shock deformation. These daloslare repeated for three

different realizations of the microstructure for grain diansebeyrm 6 to 26 nm and particle
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velocities of 1.5, 2.0 and 2.4 km/s. The role of graie siz atomic percentage of BCC structure
observed in Figure 5.5 is consistent. Specifically, the diffexdetween the atomic percentage
of the BCC structure for a specific grain size and partielecity, and corresponding average

atomic percentage of the BCC structure is less than +/-1.35%

The ability of the FCC Cu lattice to compress into the BCC streatas a noticeable
dependence on the orientation of grains within the nanocrystéllinsample. The dependence
of solid-solid phase transformations on the crystallograpeattion of shock have been
investigated through MD simulations for single crystal Fe [@3,Ri [29] and Nb [22].
Interestingly, Kadau et al. [40] observed a BCC to HC&phransformation during shock of
nanocrystalline Fe accompanied by the observation of mekast@C structure. The HCP/FCC
ratio depended on shock intensity and grain orientation asdatiio within a grain decreased as
the shock direction deviated from [001]. The researcle dgrKadau et al. [40] revealed that an

unexpected phase transformation can occur during shioicki\depends on grain orientation.

Recall, Figure 5.4 shows that the compression of Cu intB@ structure occurs readily in
some grains, while other grains deform by other plasticradeftion mechanisms, implying that
grain orientation (and potentially grain neighborhood and draimdary geometry) is a
significant factor in the compression of Cu into the BCC #tinec To study the orientation
dependence of deformation during shock, the Euler anfjlegery grain are cross-referenced
against the fraction of BCC structure identified via CNA. k& Woronoi construction code used
in this work, grain orientation is determined by a randomlycsedeset of three Euler angles:
The first rotation is around the original x-axis, the secaotation is around the new y-axis and

the third rotation is around the new z-axis. Figure 5.6 shtbe three-dimensional Euler space

111



for one nanocrystalline Cu sample with 45 grains and arageejrain diameter of 26 nm. The
grains with the largest atomic percentage of BCC structuregdsinock are generally associated
with the largest magnitude of the second component of the Edddion sequence. Four
simulations with a grain size of 26 nm and two simulations wghaa size of 16 nm with

different microstructure realizations are analyzed to confiahtthis result is consistent for all

models studied.

® BCC structure less than 20%
0  BCC structure more than 20%

Tilt3 (Rad)

Figure 5.6: Variation of the atomic percentage of
BCC structure at the Hugoniot state as a functic
grain diameter and particle velocity.

The tetragonal path (Bain path) is the simplest phase tramion path between the FCC
and the BCC phases. Considering the [001] direction as-#xés, the tetragonal path is a
compression or expansion along the [001] direction untittheatio associated with each phase

is reached, where a is the lattice parameter of the cofstatlattice [64]. An alternative
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transformation path is possible along the [111] direction c#tledrigonal path. Selecting the
[111] direction as the c-axis, the trigonal path is a consprsand expansion along [111] until
the c/a ratio associated with each phase is reached-@4hoth transformation paths, the FCC
to BCC phase transformation occurs by compression. Addltaetails on the tetragonal and

trigonal phase transformation paths in copper can be obtaijéf].

Figure 5.7 shows a grain-by-grain analysis highlighting wiretins have <100> or <111>
lattice orientations closely aligned with the shock loading dire€aalirection). Figure 5.7(a)
shows nanocrystalline Cu deformation during shock at a |gaviocity of 2.0 km/s. Grains
with a higher atomic percentage of BCC structure havemahb®eof the <100> direction within
25 degrees (coB) < 0.9) of the z-axis implying that the tetragonal deformatiath is activated.
In addition, for grains with a higher percentage of the B€Gcture, there is no member of the
<111> aligned close to the shock loading direction, as shimWwigure 5.7(b). This indicates that
the trigonal deformation path is not activated, likely due to txistence of a much higher energy
barrier along the trigonal path [45]. This analysis is repgeaseng two different microstructure
realizations with an average grain size of 16 nm and fifi@reht microstructure realizations
with an average grain size of 26 nm; the tetragonal phassformation path is consistently

observed in the grains with a higher percentage of the &@Cture.

This analysis is repeated for particle velocities of 1.5 afdki@/s and two different grain
sizes of 16 nm and 26 nm. Generally, grains with a higteenic percentage of BCC structure at
a particle velocity of 1.5 km/s are the same grains that 8O structure at a particle velocity
of 2.0 km/s. However, at a particle velocity of 2.4 km/spe@rains which had a lower atomic

percentage of BCC structure at the particle velocities ofrid®2a km/s have a higher BCC
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Figure 5.7: CNA for a model with 45 grains, grain diameter of 26 and particle velocity of
2.0 km/s at t=20 ps (the green, red, blue and white colors are associated with the FCC,
HCP, BCC and unidentified structures, respectively), (b) blue, red and green colors are
grains with angle between <100> directions and z-axis less than 25 degrees, ifrains w
angle between <111> directions and z-axis less than 25 degrees, grains without angle

between <100> or <111> directions and z-axistlean 25 degree, respectively (c), Cl
at particle velocity of 2.4 km/s, color scheme is the same as in (a).

atomic percentage. These grains have a member of tie dirkction close to the shock
loading direction as shown in Figures 5.7(b) and 5.7 (us implies that the trigonal phase
transformation path can occur at a particle velocity of 2.4 kavercoming the higher energy
barrier along the trigonal phase transformation path [45f Nbe temperature at a particle
velocity of 2.4 km/s is higher than 2.0 km/s and this manrdmute to the increased stability of
the BCC structure. Finally, there are a few grains whicke kd 00> or <111> orientations
closely aligned with the shock loading direction that do notvdBGC structure. This implies

that the location of grains as well as the orientation of neigipiaims could be important.
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5.4 Conclusions

The molecular dynamics method is used to study the roleaof gize and grain orientation
on deformation during shock of nanocrystalline Cu. A rasfgearticle velocities from 1.0 to 3.4
km/s are applied to nanocrystalline Cu samples with grain @®as6 to 26 nm. The grain size
of nanocrystalline Cu does not appreciably influence thpéeature and the pressure of the
Hugoniot state. CNA identifies BCC structure at pressures eetd@0 and 200 GPa behind the
shock front, which depends on grain size, grain orientatnshparticle velocity. Thatomic
percentage of the BCC structure ranges between 3.4.2Mdd&pending on grain diameter at a
particle velocity of 1.5 km/s, reaches a maximum betweehtd30.7% at a particle velocity of
2.4 km/s, and then decreases to approximately 0.0% atiegoaelocity of 3.2 km/s. At 2.4
km/s, the atomic percentage of BCC structure increasesnegitbasing grain size. In larger
grains, a larger fraction of atoms are originally in the FG&sp, and the potential for
compression of FCC Cu into BCC structure increases.tiidns is reversed at a particle velocity
of 1.5 km/s and it is hypothesized that the difficulty of dislimranucleation in the smaller grain

size sample leads to this observation.

Moreover, compression of FCC Cu into the BCC structuongty depends on grain
orientation. At a particle velocity of 2.0 km/s, grains with aG3@irection closely aligned with
the shock loading direction show higher propensity for cesgon into the BCC structure.

This implies that the transformation path is tetragonal (Bain).ddew at a particle velocity of

2.4 km/s, some grains which showed a lower atomic pgxgerof BCC structure at particle
velocities of 1.5 and 2.0 km/s, have a higher BCC atoercgmtage. These grains have a <111>
direction closely aligned with the direction of shock, implying #tdtigher shock velocities, the

trigonal deformation path may be active despite the largaggrbarrier. Finally, there are a few
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grains which are properly oriented for tetragonal or trijtmaasformation that do not compress
from FCC Cu to BCC structure within the time scale of the kitimn. This implies that the
locations of grains as well as orientation of neighbor gramasgrain boundary structure are also

important factors in the prediction of structural transformations.
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Chapter 6: Characterization of Unshocked Nanocrystalline and Shocked Single Crystal Cu

by Virtual Diffraction Simulations

Abstract

Simulated x-ray diffraction line profiles and SAED patterres@resented for unshocked
nanocrystalline Cu models at 0 K temperature with differenh gliameters and number of
grains. The Williamson-Hall analysis is used to characterizg-tiag diffraction line profiles
and predict the microstrain and the mean grain diametee afahocrystalline models. This
analysis is applied for six models containing 20 and 50 gwathsmean grain diameters of 5, 10
and 15 nm. For simulations containing the same numberofgyithe values of the microstrain
decrease with increasing the grain diameter. This is dusrtaber fraction of atoms are
distorted by grain boundaries for models with larger grdinsextend the virtual diffraction data
to shock simulations, x-ray diffraction line profiles are teddor <100> shock models of single
crystal Cu at the Hugoniot state. For these shock simulatiaasge of particle velocities from
0.7 to 1.0 km/s is performed with initial temperatures of B, & 600 K. Generally, peak
broadening in the x-ray diffraction line profiles increaseth wicreasing particle velocity, which

is partially due to the increase in dislocation density.

6.1 Introduction

X-ray diffraction (XRD) is a powerful technique to charaizte plastic deformations in solid
materials. There are several methods [1-3] to quantify tbescopic properties of materials,

such as grains size and microstrain, based on x-ragdifin line profile data. For example,
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Williamson and Hall [1] developed an analysis method basqumeak broadenings apeak
locations of the x-ray diffraction line profile to determineagproximation for average grain
size and microstrain inside the microstructure. Even thowgmtplementation of this method is
easy, the Williamson-Hall analysis only considers the widgheaks instead of the whole peaks
profile shape in the x-ray diffraction line profile. To inclutie information of whole peaks
profile shape, Warren and Averbach [2] developedralysis to obtain grain size and
microstrain based on the Fourier transforms of the pezthgs. However, extracting more
reliable information related to the plastic deformations of mitmoture, such as dislocation
density and planar defect densities, by using these Hamiaaterization analyses is impossible.
Thus, more advanced analyses [4,5] are necessanatuity the microscopic properties of
materials based on x-ray diffraction line profile data. Fangxe, Ribarik et al. [5] proposed the
Convolutional Multiple Whole Profile (CMWP) analysis to fit x-rdijfraction line profile with
theoretical ab initio functions to obtain grain size, dislocatiorsitie and planar defect densities

(stacking faults and twin boundaries).

For shock in solid materials, several experimental studies Ib@en done to characterize
macroscopic properties of shocked solid materials using XReihod, including phase
transformation [6—8] and strength of materials subjecteddoksloading [9—11]. However, there
are very few studies that quantify microscopic plastic pt@seof shocked solid materials using
XRD method, including calculation of dislocation density [10,h2rostrain [13] and
polycrystalline grain size [8,10]. For example, Turneatiad.d13] used a real-time x-ray
diffraction method to obtain microstructural information for <t¢@bock in single crystal Al up
to 7.1 GPa pressure using plate impact loading. They beédilliamson-Hall and the Profile

Synthesis [14] methods to analyze the x-ray diffraction Ino&lp and determine the microstrain
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behind the shock front. In addition, Ahn et al. [10] obtditlee grain size and dislocation density
of shocked ultrafine copper after analyzing the x-rayaition line profile by CMWP method.

On the other hand, Rosolankova et al. [15] calculated disbocdensity behind the <100>
shock wave front of single crystal Cu using simulated xdifiyaction method based on a large
MD simulation done by Bringa et al. [16]. There were tweexisting prismatic sources of
dislocation (heterogeneous dislocation nucleation) in their MDeh They performed a single
particle velocity of 0.75 km/s (above the HEL) with 50 pspdoading time to create shock
wave in a MD model with 256 million atoms. To calculate the datloa density with analyzing
the simulated x-ray diffraction data, they compared thdteegom the second and the fourth
diffraction orders. However, they calculated dislocatiorsigmehind the shock front only at
0.75 km/s particle velocity, and they did not calculate the twimdary density.

The objective for Chapter 6 is to perform the virtual (simalatiffraction method
developed by Coleman et al. [17], and produce x-rdyadition line profile and selected area
electron diffraction (SAED) data for several nanocrystallimelets at 0 K temperature. To
analyze the x-ray diffraction line profile data and obtain tlaéngsize and the microstrain inside
the microstructures, the Williamson-Hall analysis is applied. Nbése results are extracted
from the research paper [18] which was collaborative &ithwn P. Coleman, but they were
done by the author of this dissertation. To extend the diiracesults for shock simulations,
the virtual x-ray diffraction is performed for MD results<dfO0> shock of single crystal Cu at
particle velocities from 0.7 to 1.0 km/s and initial temperatufés 800, and 600 K at the
Hugoniot state. Analysis of these data by CMWP method iediqb the dislocation density and

the planar defect densities behind the shock front. While RB will be provided in this
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work, the complete analysis of this data for contributiordisibcation density, twin density and

temperature effects is beyond the scope of this dissertation

6.2 Methodology

X-ray diffraction line profiles and SAED patterns are crédte nanocrystalline Cu samples
with different grain diameters and number of grains usingitiwal diffraction method [17].
The different nanocrystalline samples are constructed tisgngoronoi method to create a
random distribution of grain orientations within fully periodicbmusimulation cells. The
Voronoi method requires the user to specify a target meam gjze and uses this value to
determine the number and distribution of grain centers withisithelation cell. There is no
guarantee that the true mean grain diameter resulting fromatfogmoi construction algorithm
will be exactly equal to the user-defined target value. Withih @eaoocrystalline sample, the
atomic interactions are modeled using the Cu EAM potentiahptaized by Mishin et al. [19].
Before computing the virtual diffraction patterns, the atomicctires are relaxed at 0 K

temperature using a non-linear conjugate gradient method MiMAS [20].

In addition, the virtual x-ray diffraction is performed for MBsults of <100> shock of
single crystal Cu at particle velocities from 0.7 to 1.0 km/siaitid| temperatures of 5, 300 and
600 K at the Hugoniot state. Single crystal Cu models hagtheof 21.69, 21.69 and 108.45
nm in the X-, Y- and Z-directions, respectively, contaim;@R0,000 atoms. Detailed
information regarding boundary conditions, simulation equilibraéiod simulation validation is

provided in Chapter 3.
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6.3 Results and Discussion

6.3.1 Nanocrystalline Models

X-ray diffraction line profiles are constructed for eacha@pstalline Cu sample using a
mesh resolution of approximately 4.7 x’ t8ciprocal lattice points per® Figure 6.1 shows a
representative x-ray diffraction line profile for a nanotail;me sample containing 300 grains
with a target mean grain diameter of 5 nm. Four peaksta®erved a26 locations 43.29°,
50.43°, 74.15° and 89.96° which correspond to the ilstegp distances associated with {111},
{200}, {220} and {311} planes, respectively. These pdag&ations are a close match to the
predicted locations computed using Bragg's Law for singi&talrCu with a lattice parameter of
3.615 A [19], indicating that there is no net tensile or ca@sgive strain in the nanocrystalline

samples after the Voronoi construction and energy minimizatiocedures.

{111}

Y

{200}

Relative Intensit

30 40 50 60 70 80 90 100 110 120
20

Figure 6.1: XRD pattern for a nanocrystalline Cu
sample with 300 grains and 5 nm mean grain
diameter [18]. The nanocrystalline sample is
shown in the inset colored by grain number.
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Peak locations and broadening from the virtual x-ray difivadine profiles are used to
perform a Williamson-Hall analysis to predict microstrain in thick due to the grain
boundaries as well as the true mean grain diameter ohtieerystalline samples. This analysis
is performed for six samples containing 20 and 50 graitistarget mean grain diameters of 5,
10 and 15 nm. Both Lorentzian and Lorentzian-Gaussiarnbdistms are fit to the x-ray
diffraction peaks using the Fityk software [21], which preggeak location and peak
broadening information. It is found that the Lorentzian-Gaunsdistribution provides a closer
approximation to the peak maxima and shapes through mininmzztibe residuals between the
computed diffraction data and each fitted distribution. Figi2esbows a Williamson-Hall plot

using the Lorentzian-Gaussian fit to the virtual diffraction data.

0.09 -
® 20grains 5nm
v 20 grains 10 nm ®
0.08 @ 20 grains 15 nm
¢ 50grains 5nm
0.07 1a 50 grains 10 nm
@ 50 grains 15 nm
0.06 - °
> Q
20.05 8
3]
Q
0.04 A
0.03 1 L__‘___’/._,————J
0.02 1 g:ﬁ;ﬁ::i
0.01 T T T T
0.5 1.0 15 20 25 3.0
4sin(0)

Figure 6.2: Williamson-Hall analysis for six
different samples using Lorentzian-Gaussian
fitting of the diffraction peaks [18].
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The true mean grain diameter and the microstrain are extraiet@ linear fit and are
reported in Table 6.1 for the six different samples ubwoty Lorentzian and Lorentzian-
Gaussian fittings. For the 5 nm model, the true mean graimetia is larger than the target grain
diameter used during Voronoi construction and the microstrigimn each nanocrystalline
model is non-homogeneous as evident by the non-linearihealata. On the other hand, for the
10 and 15 nm samples, the true mean grain diameter fg@dvith the Lorentzian-Gaussian
distribution is smaller than the target grain diameter and dataar limplying that the root-
mean-squared microstrain is isotropic. These observatierasistent with work of Derlet et
al. [22]. For simulations containing the same number of grdie magnitude of the microstrain
decreases in models built with increasing target grain dianfétiris attributed to the smaller
fraction of atoms within the larger nanocrystalline samples s/taiice positions are distorted
by the grain boundaries. Models constructed with the samet taxean grain diameter show

negligible dependence of the microstrain on the numberarigr

Table 6.1 True mean grain diameter (nm) and microstrain predictad the Williamson-Hall
analysis using different peak fitting functions [18].

Target Grain 20 grains 50 grains
Diameter Microstrain True Diameter Microstrain True Diameter
5nm 0.0188 0.0192 6.64, 6.12 | 0.0186, 0.0183 779, 6.59
10 nm 0.0049 0.0026 10.85, 8.1 | 0.004@, 0.0026 8.43, 6.8%
15 nm 0.0029 0.0012? 11.08, 9.2 | 0.0018, 0.001¢ 1159, 9.70

a X-ray diffraction peaks fit to a Lorentzian distribution.
b X-ray diffraction peaks fit to a Lorentzian-Gaussian distributio
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Figure 6.3: SAED pattern for nanocrystalline Cu models containing 50 grains
having (a) 5 nm and (b) 10 nm grain diameter as well as 400 grain models with
(c) 5 nm and (d) 10 nm grain diameter [18].

Figure 6.3 shows SAED patterns generated with zoneeaered along the [100] direction
for simulations containing 50 and 400 grains using target mean diameters of 5 and 10 nm.
Each SAED pattern contains three rings associated with tlg, {200} and {220} planes, as
expected from experimental results which were performealtbm copper film containing 45
nm grains [23]. In the 400 grain models the rings areemomplete as compared with the 50
grain models implying that models with a larger number of grare statistically more
representative of nanocrystalline samples with random grantations. In addition, the rings in
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the 10 nm samples are thinner than the rings in the 5 mplas because of microstrain effects,

analogous to the role of microstrain on peak broadenittgein-ray diffraction line profiles.

6.3.2 Single Crystal Shock Models

To extend the diffraction data for <100> shock simulatigrsy diffraction line profiles are
constructed for each shocked single crystal Cu model &tubeniot state using a mesh
resolution of approximately 2.14 x &eciprocal lattice points perA These MD models are
corresponding to <100> shock with particle velocities rang@ 0.7 to 1.0 km/s and initial
temperatures of 5, 300 and 600 K. Figure 6.4 showsag diffraction line profile for a model
with particle velocity of 0.8 km/s and initial temperature of 800n Figure 6.4, the first four
peaks are observed2fl locations 45.87°, 52.69°, 78.92° and 96.00° whichespond to the
interplanar distances associated with {111}, {200}, {220)dZ311} planes, respectively. Note,
the peak locations and the peak broadenings are obtanoegha Lorentzian-Gaussian fitting
procedure in Fityk software. Using the Bragg’s Law farfgxet Cu crystal, the first four peaks
should be located at 43.35°, 50.49°, 74.19° and 90T0®f shift in the location of peaks in x-ray
diffraction line profile of shocked models compared to théepe Cu crystal is due to the

compression of microstructure during shock.

Several factors influence the peak broadening in x-rdsadtfon line profile, including the
existence of grains [22] and crystal defects [24,25] énntiicrostructure. For example, Derlet et
al. [22] simulated a x-ray diffraction line profile for nangstalline Ni models with 5 and 12 nm
grain size, and reported broader peaks for a model with §rains size. In addition,
experimental researchers reported peak broadening dle diislocation network during plastic
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Figure 6.4: XRD pattern for a single crystal Cu during <100>
shock at the Hugoniot state with a particle velocity of 0.8 km/s
and an initial temperature of 300 K.

deformation of nanocrystalline Ni samples, which was réverat room temperature [24] and
was irreversible at 180 K temperature [25]. Since theme grain in the shock models of single
crystal Cu, the peak broadening in the x-ray diffraction piregiles in the current study is due to
the emergence of dislocations, twins and stacking faults ¢béien<100> shock front. Detailed
information regarding the generation of dislocations and alskects behind the <100> shock

front was presented in Chapter 3.

Figure 6.5 shows the relationship between integral width ariglpavelocity of the first
three peaks in x-ray diffraction line profiles for several ihigmperatures. For particle
velocities from 0.7 to 0.9 km/s, the integral width for thesedlpeaks generally increases with

increasing particle velocity. This increase in integral width part@ly be justified by increase
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in dislocation density, which was discussed in Chapter 3inftagral widths associated with
particle velocity of 1.0 km/s are generally smaller than vati€s9 km/s. This can be correlated
with the observation of large regions of HCP crystal, wisam artifact of the EAM interatomic
potential (Chapter 4). However, the plastic deformation bethim& 100> shock is complicated
due to the emergence of several dislocation types, twinstaoking faults as well as the
influence of temperature on these defects. Thus, an eeldaaracterization method (such as
CMWP) is necessary to quantify the influence of each famidhe peak broadening of x-ray

diffraction line profile.
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Figure 6.5: Relationship between integral width of peaks in XRD patterns and particle
velocity for several initial temperatures.
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6.4 Conclusions

X-ray diffraction line profiles and SAED patterns are crédte nanocrystalline Cu models
containing grains with mean diameters of 5, 10 and 15trirKatemperature. To analyze the x-
ray diffraction line profiles and obtain the microstrain andntieen grain diameter of the
microstructure, the Williamson-Hall analysis is applied. The ntages of the microstrain
decrease with increasing the grain diameter for models véteaime number of grains. This can
be justified by distortion of a smaller fraction of atoms withrgkeundaries for models with
larger grains. Each SAED pattern contains three ringsiassoaevith the {111}, {200} and
{220} planes, and the rings in models with larger graingfareer because of microstrain
effects. This is analogous to the role of microstrain ok peaadening in the x-ray diffraction
line profiles. In addition, the x-ray diffraction line profilegareated for <100> shock models of
single crystal Cu at the Hugoniot state with particle velocities fi6fio 1.0 km/s and initial
temperatures of 5, 300 and 600 K. Generally, the pezdiening in the x-ray diffraction line
profiles increases with increasing particle velocity, whichaisiglly due to the increase in

dislocation density.

Acknowledgments

Support of the 2LCentury Professorship in Mechanical Engineering and tipaifraent of
Mechanical Engineering at the University of Arkansas isttyr@ppreciated. Simulations in this
work were performed on high performance computing eqeig supported in part by National

Science Foundation grants ARI #0963249, MRI #09591P& #0918970, and a grant from the

135



Arkansas Science and Technology Authority, managed bynihesrsity of Arkansas, Arkansas

High Performance Computing Center.

References

[1]

2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

G. K. Williamson and W. H. Hall, “X-ray line broadenifrgm filed aluminium and
wolfram,” Acta Metall, vol. 1, no. 1, pp. 22-31, Jan. 1953.

B. E. Warren and B. L. Averbach, “The Effect@éld-Work Distortion on X-Ray
Patterns,’J. Appl. Phys.vol. 21, no. 6, pp. 595-599, Jun. 1950.

A. J. C. Wilson, “On Variance as a Measure of LBreadening in Diffractometry
General Theory and Small Particle Sizefbc. Phys. Sogcvol. 80, no. 1, pp. 286294,
1962.

G. Ribérik, T. Ungér, and J. Gubicza, “MWP:fa program for multiple whole-profile
fitting of diffraction peak profiles by ab initio theoretical ftions,” J. Appl. Crystallogr,
vol. 34, no. 5, pp. 669—-676, Oct. 2001.

G. Ribarik, J. Gubicza, and T. Ungar, “Correlatiotwsen strength and microstructure of
ball-milled Al-Mg alloys determined by X-ray diffractionylater. Sci. Eng. Avol. 387—
389, no. 1-2 SPEC. ISS., pp. 343-347, Dec. 2004.

D. J. Funk, C. A. Meserole, D. E. Hof, G. L. FeshJ. Roberts, A. J. Taylor, H. J. Lee, J.
Workman, and Q. McCulloch, “An Ultrafast X-Ray Diffractié&ypparatus for the Study
of Shock Waves,” i\IP Conference Proceeding®004, vol. 706, no. May 2015, pp.
1155-1158.

J. Hawreliak, M. Butterfield, H. Davies, B. El-Dashér Higginbotham, D. Kalantar, G.
Kimminau, J. McNaney, D. Milathianaki, W. Murphy, B. Naglsr Park, B. Remington,
L. Thorton, T. Whitcher, J. Wark, and H. Lorenzan®-SITU PROBING OF LATTICE
RESPONSE IN SHOCK COMPRESSED MATERIALS USING X-RAY
DIFFRACTION,” in AIP Conference Proceeding2008, vol. 955, pp. 1327-1332.

J. A. Hawreliak, D. H. Kalantar, J. S. Stdlken, B.Remington, H. E. Lorenzana, and J.
S. Wark, “High-pressure nanocrystalline structure of @lsltompressed single crystal of
iron,” Phys. Rev. Bvol. 78, no. 22, p. 220101, Dec. 2008.

A. J. Comley, B. R. Maddox, R. E. Rudd, S. TisBrey, J. A. Hawreliak, D. A.
Orlikowski, S. C. Peterson, J. H. Satcher, A. J. ElsibkS. Park, B. A. Remington, N.
Bazin, J. M. Foster, P. Graham, N. Park, P. A. RoSeR. Rothman, A. Higginbotham,
M. Suggit, and J. S. Wark, “Strength of Shock-LoadedB#Crystal Tantalum [100]
Determined using In Situ Broadband X-Ray Laue Diffractiéthys. Rev. Lettvol. 110,

136



[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

no. 11, p. 115501, Mar. 2013.

D.-H. Ahn, W. Kim, M. Kang, L. J. Park, S. Leemd H. S. Kim, “Plastic deformation and
microstructural evolution during the shock consolidation of uttea€opper powders,”
Mater. Sci. Eng. Avol. 625, pp. 230-244, Feb. 2015.

W. J. Murphy, A. Higginbotham, G. Kimminau, B. Begh E. M. Bringa, J. Hawreliak,
R. Kodama, M. Koenig, W. McBarron, M. A. Meyers,Bagler, N. Ozaki, N. Park, B.
Remington, S. Rothman, S. M. Vinko, T. Whitcher, and W&rk, “The strength of
single crystal copper under uniaxial shock compression®GHa,”J. Phys. Condens.
Matter, vol. 22, no. 6, p. 65404, Feb. 2010.

A. M. Podurets, M. I. Tkachenko, O. N. Ignatoya,. Lebedev, V. V. Igonin, and V. A.
Raevskii, “Dislocation density in copper and tantalum subjactstiock compression
depending on loading parameters and original microstruttahgs. Met. Metallogr.vol.
114, no. 5, pp. 440-447, May 2013.

S. J. Turneaure and Y. M. Gupta, “Real-time migtature of shock-compressed single
crystals from X-ray diffraction line profiles,J. Appl. Crystallogr.vol. 44, no. 3, pp. 574—
584, Jun. 2011.

P. Scardi, M. Leoni, and Y. H. Dong, “Whole diffteon pattern-fitting of polycrystalline
fcc materials based on microstructurgyr. Phys. J. Bvol. 18, no. 1, pp. 23-30, Nov.
2000.

K. Rosolankova, J. S. Wark, E. M. Bringa, antidwreliak, “Measuring stacking fault
densities in shock-compressed FCC crystals using in say giffraction,”J. Phys.
Condens. Mattervol. 18, no. 29, pp. 6749-6757, Jul. 2006.

E. M. Bringa, K. Rosolankova, R. E. Rudd, B.Remington, J. S. Wark, M. Duchaineau,
D. H. Kalantar, J. Hawreliak, and J. Belak, “Shock defation of face-centred-cubic
metals on subnanosecond timescalligt. Mater, vol. 5, no. 10, pp. 805-809, Oct. 2006.

S. P. Coleman, D. E. Spearot, and L. Capolungwoiual diffraction analysis of Ni [0 1 0]
symmetric tilt grain boundariesModel. Simul. Mater. Sci. Engeol. 21, no. 5, p. 55020,
Jul. 2013.

S. P. Coleman, M. M. Sichani, and D. E. SpeawdiComputational Algorithm to
Produce Virtual X-ray and Electron Diffraction Patterns fidtomistic Simulations,”
Jom vol. 66, no. 3, pp. 408-416, Jan. 2014.

Y. M. Mishin, M. Mehl, D. Papaconstantopoulos,FA.Voter, and J. Kress, “Structural
stability and lattice defects in copper: Ab initio, tight-binding, ambedded-atom
calculations,”Phys. Rev. Bvol. 63, no. 22, p. 224106, May 2001.

S. Plimpton, “Fast Parallel Algorithms for Short-Rai@ecular Dynamics,J. Comp.
Phys, vol. 117, no. 1, pp. 1-19, 1995.

M. Wojdyr, “Fityk : a general-purpose peak fitting prograh,Appl. Crystallogr,.vol.
137



[22]

[23]

[24]

[25]

43, no. 5, pp. 1126-1128, Oct. 2010.

P. M. Derlet, S. Van Petegem, and H. Van Swygegah, “Calculation of x-ray spectra
for nanocrystalline materialsPhys. Rev. Bvol. 71, no. 2, p. 24114, Jan. 2005.

S. Simdes, R. Calinas, M. T. Vieira, M. F. Vieirada. J. Ferreira, “In situ TEM study of
grain growth in nanocrystalline copper thin filmblanotechnologyvol. 21, no. 14, p.
145701, Apr. 2010.

Z. Budrovic, H. V. Swygenhoven, P. M. Derlet\&.Petegem, and B. Schmitt, “Plastic
Deformation with Reversible Peak Broadening in NanocrystaWickel,” Sciencevol.
304, no. 5668, pp. 273-276, Apr. 2004.

S. Brandstetter, Z. BudrayiS. Van Petegem, B. Schmitt, E. Stergar, P. M. Deatet,V.
H. Swygenhoven, “Temperature-dependent residual braaglenx-ray diffraction
spectra in nanocrystalline plasticityAppl. Phys. Lett.vol. 87, no. 23, p. 231910, Dec.
2005.

138



Appendix 6.1

SPRINGER LICENSE
TERMS AND CONDITIONS

Mar 21, 2017

This Agreement between Mehrdad Mirzaei Sichani ("You'y &pringer ("Springer") consists
of your license details and the terms and conditions provigedpringer and Copyright
Clearance Center.

License Number 4ADFI615556

License date Mar 21, 2017

Licensed Content Publisher Springer

Licensed Content Publication JOM Journal oMireerals, Metals and Materials Society
Licensed Content Title A Computational Algenitto Produce Virtual X-ray and
Electron Diffraction Patterns from Atomistic Simulations

Licensed Content Author Shawn P. Calem

Licensed Content Date Jan 1, 2013

Licensed Content Volume 66

Licensed Content Issue 3

Type of Use heBis/Dissertation

Portion Excerpts

Author of this Springer article Yes and you aeedole author of the new work

Order reference number None

Title of your thesis / dissertation Characterization dftRl@®eformation Evolution in Single
Crystal and Nanocrystalline Cu during Shock by Atomistic Simulatio

Expected completion date May 2017

Estimated size (pages) 200

Total 0.00 USD

139



Terms and Conditions

Introduction

The publisher for this copyrighted material is Springer. Byuig "accept” in connection with
completing this licensing transaction, you agree that the folloteimys and conditions apply to
this transaction (along with the Billing and Payment terms anditons established by
Copyright Clearance Center, Inc. ("CCC"), at the time thatogened your Rightslink account
and that are available at any time at http://myaccount.copyuf.c

Limited License
With reference to your request to reuse material on whidngg controls the copyright,
permission is granted for the use indicated in your enquideuthe following conditions:

- Licenses are for one-time use only with a maximum distribwggpal to the number stated in
your request.

- Springer material represents original material which doésarry references to other sources.
If the material in question appears with a credit to anothecepthis permission is not valid and
authorization has to be obtained from the original copyrightenold

- This permission

* is non-exclusive

* is only valid if no personal rights, trademarks, or competiproducts are infringed.
« explicitly excludes the right for derivatives.

- Springer does not supply original artwork or content.

- According to the format which you have selected, theviefig conditions apply accordingly:
* Print and Electronic: This License include use in electrfimmim provided it is password
protected, on intranet, or CD-Rom/DVD or E-book/E-journaidy not be republished in
electronic open access.

* Print: This License excludes use in electronic form.

* Electronic: This License only pertains to use in electrforim provided it is password
protected, on intranet, or CD-Rom/DVD or E-book/E-journaidy not be republished in
electronic open access.

For any electronic use not mentioned, please contact Spahgermissions.springer@spi-
global.com.

- Although Springer controls the copyright to the material araiiled to negotiate on rights,
this license is only valid subject to courtesy information to thlecaaddress is given in the
article/chapter).

- If you are an STM Signatory or your work will be pubéshby an STM Signatory and you are
requesting to reuse figures/tables/illustrations or single text &xt@@rmission is granted
according to STM Permissions Guidelines: http://www.stm-assgpg&rmissions-guidelines/
For any electronic use not mentioned in the Guidelines, pitesdact Springer

at permissions.springer@spi-global.com. If you requesduse more content than stipulated in
the STM Permissions Guidelines, you will be charged a peoniése for the excess content.

140



Permission is valid upon payment of the fee as indicated iictresing process. If permission is
granted free of charge on this occasion, that does notdpre any rights we might have to
charge for reproduction of our copyrighted material in theré.

-If your request is for reuse in a Thesis, permissiomantgd free of charge under the following
conditions:

This license is valid for one-time use only for the purpmsgefending your thesis and with a
maximum of 100 extra copies in paper. If the thesis isggtmrbe published, permission needs to
be reobtained.

- includes use in an electronic form, provided it is an@utheated version of the thesis on
his/her own website and his/her university’s repository, inout/MI (according to the

definition on the Sherpa website: http://www.sherpa.ac.uk/romeo/)

- is subject to courtesy information to the co-authorooresponding author.

Geographic Rights: Scope
Licenses may be exercised anywhere in the world.

Altering/Modifying Material: Not Permitted

Figures, tables, and illustrations may be altered minimally tesemr work. You may not alter
or modify text in any manner. Abbreviations, additions, dehst@nd/or any other alterations
shall be made only with prior written authorization of the auor(

Reservation of Rights

Springer reserves all rights not specifically granted in tineb@mation of (i) the license details
provided by you and accepted in the course of this licgrisamsaction and (ii) these terms and
conditions and (iii) CCC's Billing and Payment terms and itamd.

License Contingent on Payment

While you may exercise the rights licensed immediately upoarngsuof the license at the end
of the licensing process for the transaction, provided thahgwe disclosed complete and
accurate details of your proposed use, no license is fiefiélgtive unless and until full payment
is received from you (either by Springer or by CCC)rawiped in CCC's Billing and Payment
terms and conditions. If full payment is not received by #te due, then any license
preliminarily granted shall be deemed automatically revokedhalll be void as if never
granted. Further, in the event that you breach any of teess and conditions or any of CCC's
Billing and Payment terms and conditions, the license is autorihatieaoked and shall be void
as if never granted. Use of materials as described wvo&ed license, as well as any use of the
materials beyond the scope of an unrevoked license, omayittite copyright infringement and
Springer reserves the right to take any and all action togbricgecopyright in the materials.

Copyright Notice: Disclaimer

You must include the following copyright and permission noticeoimection with any
reproduction of the licensed material:

"Springer book/journal title, chapter/article title, volume, yegouilication, page, name(s) of
author(s), (original copyright notice as given in the publicationhich the material was
originally published) "With permission of Springer"

141



In case of use of a graph or illustration, the captionefjtlaph or illustration must be included,
as it is indicated in the original publication.

Warranties: None

Springer makes no representations or warranties witlecespthe licensed material and adopts
on its own behalf the limitations and disclaimers establishedd®y @n its behalf in its Billing
and Payment terms and conditions for this licensing transaction.

Indemnity

You hereby indemnify and agree to hold harmless SprenggICCC, and their respective
officers, directors, employees and agents, from and sigany and all claims arising out of your
use of the licensed material other than as specifically am#ftbpursuant to this license.

No Transfer of License
This license is personal to you and may not be subliceassigned, or transferred by you
without Springer's written permission.

No Amendment Except in Writing
This license may not be amended except in a writing signédtyparties (or, in the case of
Springer, by CCC on Springer's behalf).

Objection to Contrary Terms

Springer hereby objects to any terms contained in any aseabrder, acknowledgment, check
endorsement or other writing prepared by you, which tem@snconsistent with these terms and
conditions or CCC's Billing and Payment terms and conditibmsse terms and conditions,
together with CCC's Billing and Payment terms and conditiohgcfware incorporated herein),
comprise the entire agreement between you and SprismgeiGCC) concerning this licensing
transaction. In the event of any conflict between your otitiga established by these terms and
conditions and those established by CCC's Billing and Paynremg tend conditions, these
terms and conditions shall control.

Jurisdiction

All disputes that may arise in connection with this present Lesesrsthe breach thereof, shall be
settled exclusively by arbitration, to be held in the FederpuBle of Germany, in accordance
with German law.

Other conditions:
V 12AUG2015

Questions? customercare@copyright.com or +1-855-239-3dll free in the US) or +1-978-
646-2777.

142



Chapter 7. Conclusions

7.1 Summary of Major Findings

Recall, the four main objectives of this dissertation are (fjusmtify dislocation density and
plastic relaxation behind the shock wave front of single drgsiavith several shock loading
directions and particle velocities, (2) to determine the ability@BAM interatomic potential
and the CNA method to predict and identify defects andeptrassformations behind the <100>
shock wave front of single crystal Cu, (3) to investigate RGZ Cu uniaxially compresses
towards the BCC structure in nanocrystalline Cu dependsuticlp velocity, grain size and
grain orientation, and (4) to characterize unshocked ngstatime and shocked single crystal
Cu models by virtual diffraction simulations. These objectivesaddressed directly in Chapters
3 through 6 of this dissertation. The major findings of thoskwelated to these objectives are
summarized below.

In Chapter 3, to study the role of crystal orientation antiglawelocity on dislocation
density generation and plastic relaxation, MD simulations aferpged for particle velocities
from the HEL to a maximum of 1.5 km/s for different skdarections <100>, <110>, <111>
and <321>. These dislocation densities are calculated thtbegdDXA method, which provides
the Burgers vector for each dislocation segment. In addiio absorbing wall boundary
condition is used to provide a sufficient time for plastic rafex while avoiding extremely
large simulation sizes. Total dislocation density generally ineseagh increasing particle
velocity for all shock orientations. For shock in <321>, ¥4 and <110> directions, plastic
relaxation is primarily due to a reduction in Shockley partial de&gion density. In addition,
plastic anisotropy for shock loading in these orientations isalgsarent at particle velocities

above 1.1 km/s.
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For <100> shock, plastic relaxation is restricted comptrether three shock orientations.
This is partially due to the emergence of sessile stair-rémcdisons with Burgers vectors of
1/6<110> and 1/3<100>. The nucleation of 1/6<110> dislooatat lower particle velocities is
mainly due to the reaction between Shockley partial dislocatiotgwin boundaries. On the
other hand, for the particle velocities above 1.1 km/s, thkeation of 1/3<100> dislocations is
predominantly due to reaction between Shockley partial disbmsaat the stacking fault
intersections. Both mechanisms enhance greater dislocatisitiée at the Hugoniot state for
shock pressures above 34 GPa compared to the othestioek orientations.

In Chapter 4, for <100> shock, the FCC lattice is uniaxiaiygressed towards the BCC
structure behind the shock wave front, which is more &blerat higher shock pressures and
temperatures. For particle velocities from the HEL to 0.9 koosipressed Cu quickly relaxes
back into a faulted FCC structure including dislocations, stgdiinlts and twinning. For
particle velocities greater than 0.9 km/s, the CNA indicates e¢lgatnms of HCP crystal structure
nucleate from uniaxially compressed Cu.

Free energy calculations confirm that for compressiongsponding to particle velocities
less than 0.9 km/s, the FCC structure is the lowest energyse. However, for larger
compressions, several EAM potentials predict that the hydiigta compressed HCP phase
has a lower energy than the FCC phase, with energyatitfe on the meV level. Since HCP Cu
is not observed experimentally during shock at high presstme nucleation and growth of HCP
clusters behind the <100> shock wave front for particlecitds above 0.9 km/s is likely an
artifact of EAM interatomic potentials.

In Chapter 5, MD simulations are performed for nanochystaCu models with a range of

particle velocities from 1.0 to 3.4 km/s and grain sizes Bdm26 nm. The grain size of
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nanocrystalline Cu does not significantly influence the tenipexyand the pressure of shocked
models at the Hugoniot state. CNA identifies BCC structureaakspressures between 100 and
200 GPa behind the shock wave front, which dependsain gjze, grain orientation and particle
velocity. The computed atomic percentage of BCC strucaurges between 3.4 and 9.2%
depending on grain diameter at a particle velocity of 1.5 k#shes a maximum between 23.3
to 30.7% at a particle velocity of 2.4 km/s, and then deesst@sapproximately 0.0% at a
particle velocity of 3.2 km/s. At a particle velocity of 2.4 knt'ee atomic percentage of BCC
structure observed during shock increases with increasamng gjze, while this trend is reversed
at a particle velocity of 1.5 km/s. It is hypothesized that gfebior at 1.5 km/s is due to the
difficulty of dislocation nucleation in the smallest nanocrystallinelehs

Compression of FCC lattice towards the BCC structure strategignds on grain
orientation. At a particle velocity of 2.0 km/s, grains with a@3 @irection closely aligned with
the shock loading direction have higher tendency for cosspe towards the BCC structure,
implying that the transformation path is tetragonal. Howeverpatticle velocity of 2.4 km/s,
some grains which had a lower atomic percentage of B[@Ctgre at particle velocities of 1.5
and 2.0 km/s, have a higher BCC atomic percentageeTgrams have a <111> direction
closely aligned with the direction of shock, implying that at argéhock velocities, the trigonal
deformation path may be active despite the larger energghdcinally, there are a few grains
which are properly oriented for tetragonal or trigonal trams&tion that do not compress from
the FCC lattice towards the BCC structure within the time scateddimulation. This implies
that the locations of grains as well as orientation of neightaanggand grain boundary structure

are also important factors in the prediction of structural toamstions.

145



In Chapter 6, x-ray diffraction line profiles and SAED patseare created for nanocrystalline
Cu models containing grains with mean diameters of 5, dd&mm at 0 K temperature. To
analyze the x-ray diffraction line profiles and obtain the nsiteon and the mean grain diameter
of the microstructure, the Williamson-Hall analysis is applidte fhagnitudes of the microstrain
decrease with increasing the grain diameter for models véteaime number of grains. This can
be justified by distortion of a smaller fraction of atoms withrgkeoundaries for models with
larger grains. Each SAED pattern contains three ringsiassoavith the {111}, {200} and
{220} planes, and the rings in models with larger graingfarener because of microstrain
effects. This is analogous to the role of microstrain ok peaadening in the x-ray diffraction
line profiles.

X-ray diffraction line profiles are created for <100> shauédels of single crystal Cu at the
Hugoniot state with particle velocities from 0.7 to 1.0 km/siaitil temperatures of 5, 300 and
600 K. Generally, the peak broadening in the x-ray difibadine profiles increases with
increasing particle velocity, which is partially due to the incréaskslocation density.

In summary, MD simulations are performed for single chetd nanocrystalline Cu models
subjected to shock to understand the plastic deformation meofgbehind the shock wave
front of FCC materials. Several characterization techniquatmistic simulations are used to
guantify the evolution of plastic deformation mechanisms, agdatislocation density, in
shocked single crystal and nanocrystalline Cu. These quargitatalyses promote the
knowledge for understanding the plastic deformations in tbEKCC materials with ns time
scale and nm length scale resolution. The time scale agtthlsecale of MD simulations are
perfectly appropriate to characterize the plastic deformaimoatomic level quantitatively,

which is challenging in experimental studies with longer timéesmad larger length scales.
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Thus, MD simulations using computational characterization tquba provide valuable

knowledge regarding the evolution of plastic deformationfiatlked metallic materials.

7.2 Recommendations for Future Work

Chapter 3 presents the dependency of dislocation degesigration and plastic relaxation in
single crystal Cu during shock on particle velocity and sloo@ntation. MD simulations for
nanocrystalline models can be performed to contribute theemdfkiof grain size and grain
orientation on dislocation density generation and plastic relaxatishocked FCC materials. In
addition, several grains with different tilt grain boundaries imtierostructure can be utilized
to explore the influence of grain boundary structure aedggnon dislocation density generation
and plastic relaxation. Finally, MD simulations can be perfdrtoestudy the influence of
dopant modified grain boundaries in nanocrystalline FCC maégtem dislocation density
generation and plastic relaxation during shock. Nanocrystatiaterials are not
thermodynamically stable and their grains tend to grow; by gdsime kinds of dopants, more
stable alloys can be achieved. For example, MD simulatewesalted that randomly distribution
of Sb on Cu grain boundaries can decrease the graitlgrand make a more stable
nanocrystalline model [1]. Thus, it is recommended to ddpenSCu grain boundaries to
thermodynamically achieve more stable grains, and investigaiafluence of these modified

grain boundaries on dislocation density generation and ptatdixation.

In Chapter 6, x-ray diffraction line profiles are createdfb00> shock models of single
crystal Cu at the Hugoniot state for several particle velocitidsratial temperatures. The

plastic deformation behind the <100> shock is complicatedathe emergence of several
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dislocation types, twins and stacking faults as well as theeimdle1 of temperature on these
defects. Thus, it is recommended to use an advanceactér@zation method to quantify the
influence of each factor on the peak broadening of xditisaction line profile. Specifically,
CMWP analysis [2] can be used to fit the x-ray diffractioe lmofiles with theoretical ab initio
functions, and obtain dislocation density and planar defetitikes (stacking faults and twin

boundaries).
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