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losses in the copper cavity walls. Both volume and surface losses for the ½ scale resonant cavity 

models are displayed in Figures 3.20, 3.21, and 3.22. The ½ scale models were simulated for 250 

s. The plots are shown with transparent boundaries so that the interior may be viewed. 

 

Figure 3.20 - Surface losses and resistive losses for a 1/2 scale resonant cavity model. 

 

The loss plots shown mirror the temperature plots shown previously in this chapter. The 

locations of higher resistive losses correspond to the locations of highest temperature. The 

surface conductive losses are seen to be dispersed over the geometry of the cavity, just as the 

temperature was mostly homogenous throughout the copper cavity. Due to the surface area to 

volume ratio of the cavities, the units of losses are non-intuitive. The unit scale for the resistive 
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Figure 3.21 - Surface losses and resistive losses for a 1/2 scale wide top resonant cavity model. 

 

Figure 3.22 - Surface losses and resistive losses for a 1/2 scale narrow top resonant cavity model. 
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losses are on the left and the surface losses are on the right. Also apparent is the difference in 

magnitude between the two losses. It will be shown in the presentation of global evaluations that 

the volume resistive losses are much higher than the surface resistive losses. 

Similar plots were taken for the ¼ scale resonant cavity models. These surface plots have 

a portion of the cavity wall hidden in order to show the micropatch antenna on the interior and 

are displayed in Figures 3.23, 3.24, and 3.25. 

 

Figure 3.23 - Surface losses and resistive losses for a 1/4 scale resonant cavity model. 

 

Very similar to the results discussed for the ½ scale model resonant cavities. The ¼ scale 

models also display the coupling between RF losses and input heat transfer. The locations that 

saw the highest rise in temperature also saw the highest density of RF losses.  
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Figure 3.24 - Surface losses and resistive losses for a 1/4 scale wide top resonant cavity model. 

 

 

 

Figure 3.25 - Surface losses and resistive losses for a 1/4 scale narrow top resonant cavity model. 
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Another feature of the surface losses plot that should be mentioned are that the results of 

the surface resistive losses are highly dependent on mesh density. The surface resistive losses 

display a magnitude that is periodic dependent on the size of the mesh used. This behavior is 

shown in Figure 3.26. 

 

Figure 3.26 - Surface losses on the bottom of the resonant cavity, below the micropatch antenna. 

Model computed with: a) a coarse mesh (10k mesh units), b) a high-density mesh (100k mesh 

units). 

 

As can be seen in the figure, the lower the mesh density, the more localized and higher 

the losses are. Although part a) of Figure 3.26 shows higher intensities of surface losses, the 

magnitude between the two parts of the figure are nearly equivalent. It can be thought that 

increasing the mesh density smooths the losses towards their eventual physical solution. It can be 

inferred from the Figure 3.26 that the surface losses in reality would smoothly develop as a 

function of the magnitude of the electric field impinging on the boundary. 
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Another notable feature displayed in Figure 3.26 is the lossless square in the center of the 

cavity. As described in the Experimental Methods chapter, this lossless square is due to the 

boundary conditions necessary to construct the micropatch antenna in COMSOL’s modeling 

environment. The ground plane and patch of the antenna must be modeled as perfect electric 

conductors and, therefore, encounter no loss. In a real-world model, this area would also 

contribute to surface losses and heating. This is a part of the simulation that will introduce error 

into the solution when compared to its physical counterpart. Another portion of the simulation 

that leads to error is the lack of simulated surface roughness. Surface roughness can as much as 

double the surface resistivity of conductive metals when the minimum surface roughness is 

roughly equivalent to the skin depth [47]–[49]. The skin effect of the cavities in this research was 

calculated to range between 0.8 – 1.3 µm; this corresponds to the minimum surface roughness 

that can be expected for machining and deposition processes. A result of this is that the surface 

losses would double. Even with this correction, volume resistive losses due to the dielectric 

materials in the cavity are by far the dominant mode of losses for the resonant cavity. 

As discussed in the Experimental Methods chapter, global evaluations were made of the 

quality factor, energy contained in the electric field, surface resistive losses, and volume resistive 

losses. While the surface plots shown in Figures 3.20 – 3.26 give a good geometrical 

understanding of the distribution of losses, it does a poor job of representing the magnitude of 

each factor considered. Table 3.1 displays these values for all six resonant cavities simulated. 

The quality factor for the ½ scale model resonant cavities ranges between 50,000 –

100,000. The quality factor for the ¼ scale model is lower than the ½ scale model, ranging 

approximately from 14,500 to 31,000. This can be attributed to the much larger volume by 

percentage of dielectric components within the ¼ scale model resonant cavities. As can be seen 
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in the table, the losses due to volume resistivity of the dielectric components within the cavity 

are roughly one million times the magnitude of the surface losses. This agrees with the 

temperature and loss plots. 

 

Table 3.1 - Global Evaluations computed for all six resonant cavities simulated.

 

  

 

  

Quality Factor
Energy in the 

Electric Field [μJ]

Surface 

Losses [μW]

Dielectric Losses 

[W]

1/2 Size Narrow Top Cavity 108100 5.762 0.7582 0.94421

1/2 Size Scale Cavity 58013 1.039 0.12337 0.30394

1/2 Size Wide Top Cavity 51878 7.4476 0.83322 2.257

1/4 Size Narrow Top Cavity 21941 0.27621 0.05426 0.4469

1/4 Size Scale Cavity 30919 0.7739 0.14944 0.85109

1/4 Size Wide Top Cavity 14491 0.63975 0.077973 1.3884
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Chapter 4: Conclusion 

 A thought experiment comparing a hypothetical space propulsion system that requires no 

thrust to contemporary options for space propulsion was introduced. This outlined the possible 

benefits and drawbacks of such a system. The previous work testing devices that possibly behave 

like the hypothetical thruster was then introduced and discussed. These thrusters are called Q-

thrusters or EM Drives in the current literature. From this work, the possible theories of 

operation of a Q-thruster were discussed as well as the design and physics governing the 

operation of the device as an RF resonant cavity. 

 Informed by the previous work conducted, a research plan was developed to simulate 

several cavities similar to those that had been tested experimentally. Verification of COMSOL 

computational output against known analytical results were conducted. This verification used 

Matlab scripts to create analytical results directly from COMSOL data output. The analytical 

models that were compared to COMSOL simulations were the analytical models for rectangular, 

cylindrical, and spherical resonant cavities. The rectangular and cylindrical COMSOL 

simulations had a very high amount of agreement to the analytical models. However, the 

spherical COMSOL simulation had a high amount of disagreement with the analytical models. 

Attempts were made to discern what was causing the disagreements between spherical solution 

and its analytical counterpart. These included varying mesh densities, altering COMSOL solver 

settings, and isolating planar data. The rectangular and cylindrical resonant cavities were also 

modeled to be driven by micropatch antennas. This computational model was created in order to 

test the behavior of cavities driven by antennas. In particular it was desired to know if the 

dominant electric field shape inside the cavity would be the resonant mode of the cavity or the 
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radiation pattern of the antenna. These antenna driven cavities showed that the resonant mode of 

the cavity was the dominant field shape. 

 After verifying the accuracy of COMSOL to known analytical solution, simplified 

models of the cavities were made in order to find the eigenfrequencies at which the cavities 

would be operating. These eigenfrequencies were then used in another Matlab script that 

automatically designed a micropatch antenna based on user input. These micropatch antennas 

were used to create six resonant cavity Multiphysics models in COMSOL. The process of 

building this model in COMSOL was discussed in depth. From these COMSOL models, 

microwave heating simulations were carried out. The data exported from these solutions includes 

electric field magnitude, temperature, RF surface losses, RF volume losses, Quality Factor, and 

total energy contained in the electric field. These results were then compared to the experimental 

results that have been conducted at other institutions. 
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Appendix A: Eigenproblem Matlab scripts 

% Analytical solutions to eigenfrequencies and electric field distributions 

% of a rectangular prism 

  

% Josh Pennington 2/16/17 

  

clear; clc; 

  

a = 5e-2;%input('input width of the prism in m \n'); % Dimensions of the prism 

b = 5e-2;%input('input depth of the prism in m \n'); 

h = 5e-2;%input('input height of the prism in m \n'); 

  

index = 100; % determines the size of the matrix to be computed. 

A = -78.913887; %voltage input for electric field 1 is normalized. 

  

m = input('input the m index (1,2,3,. . .) \n'); % TE indices mnl 

n = input('input the n index (1,2,3,. . .) \n'); 

l = input('input the l index (0,1,2,. . .) \n'); 

  

c = 3e8; % speed of light in m/s 

  

fmnl = (c/(2*pi))*sqrt((((m*pi)/a)^2)+(((n*pi)/b)^2)+(((l*pi)/h)^2)); % Eigenfrequency of the m n 

l mode 

  

fprintf('The eigenfrequency of the TE %d %d %d mode is %d Hz \n',m,n,l,fmnl) % display  

  

N = load('F:\COMSOL Files\Masters Thesis\COMSOL 2017-05-25\5cmCubeoutput.txt'); % Inputs values 

from COMSOL (Mesh and Ez values) 

%N = load('F:\COMSOL Files\Masters Thesis\COMSOL 2017-05-25\5cmCubeGridOutput.txt'); % Same 

%thing, but with values arranged in a grid 

  

amat = N(:,1); % Setting up integration limits based on COMSOL mesh 

bmat = N(:,2); 

hmat = N(:,3); 

  

EzCOMSOL = N(:,4); % Imported Ez from COMSOL 

  

Ez = zeros(length(EzCOMSOL),1); % Setting up Electric field matrix for MATLAB solution 

  

for i = 1:length(amat)-1 

   Ez(i) = A*sin((m*pi*amat(i))/a)*sin((n*pi*bmat(i))/b)*cos((l*pi*hmat(i))/h); %Analytical 

solver for input location values form COMSOL 

end 

  

check = (Ez-EzCOMSOL)./Ez; 

ind = 1; 

  

for j = 1:length(check)-1 % Sorts data from a matrix that falls within a certain range and puts 

it into a new matrix for ease of statistics 

    if check(j) > -0.5 && check(j) < 0.5 % Should make this into a function (import everything 

into Python Spyder?) 

        stdevcheck(ind) = check(j); 

        ind = ind + 1; 

    end 

end 

  

meanrec = mean(stdevcheck); 

stdrec = std(stdevcheck); 

  

fprintf('The agreement between COMSOL and the analytical solutions is %d +/- %d \n', meanrec, 

stdrec) %display's statistical info 

  

set(gcf, 'color', 'w') 

plot(hmat, check); 

title('Comparison between the Electric Fields from COMSOL and Analytic solutions') 

xlabel(' Span of Z-axis from 0 to 5 cm [m]') 

ylabel(' Percent difference between Analytical and COMSOL solutions [unitless]') 
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axis([0 0.05 -0.5 1]) 

 

 

% Analytical solutions to eigenfrequencies and electric field distributions 

% of a cylinder 

  

% Josh Pennington 2/25/17 

  

clear; clc; 

  

%N = load('F:\COMSOL Files\Masters Thesis\COMSOL 2017-05-25\5cmCylinderGridoutput.txt'); 

N = load('F:\COMSOL Files\Masters Thesis\COMSOL 2017-05-25\5cmCylinderoutput.txt'); % NOTE: 

Cylinder must have center at (x,y) = (0,0) 

% so that the radius = sqrt(x^2 + y^2), otherwise eqn in line 35 must be 

% changed to reflect the shift in origin. 

  

x = N(:,1); % Loads mesh parameters from COMSOL, coordinates are unordered. 

y = N(:,2); 

z = N(:,3); 

  

EzCOMSOL = N(:,4); % loads Electric field in the z direction from COMSOL. nth component of Ez 

corresponds to x(n) y(n) and z(n) 

  

a = 5e-2;%input('input radius of the cylinder in m \n'); % Dimensions of the cylinder 

h = 5e-2;%input('input height of the cylinder in m \n'); 

  

bess = [2.4048 5.5201 8.6537 11.791534439 14.9309]; % Roots of the 0 order bessel function 

  

Ez = zeros(length(EzCOMSOL),1); % MATLAB solution based on analytical equation 

  

A = 393.7; % Normalization constant for analytical solution 

c = 3e8; % Speed of light in m/s 

  

n = input('input the n index (1,2,3,. . .) \n'); % TE indices nl 

l = input('input the l index (0,1,2,. . .) \n'); 

  

fnl = (c/(2*pi))*sqrt((bess(n)/a)^2+((l*pi)/h)^2); % Eigenfrequency of the m n l mode 

  

fprintf('The eigenfrequency of the TM %d %d mode is %d Hz \n',n,l,fnl) % display  

  

for i = 1:length(EzCOMSOL)-1 

    Ez(i) = A*besselj(0,(bess(n)*(sqrt(x(i)^2+y(i)^2)/a)))*cos(((l*pi*z(i))/h)); 

end 

  

check = (Ez-EzCOMSOL)./Ez; 

ind = 1; 

  

for j = 1:length(check)-1 % Sorts data from a matrix that falls within a certain range and puts 

it into a new matrix for ease of statistics 

    if check(j) > -0.5 && check(j) < 0.5 % Should make this into a function (import everything 

into Python Spyder?) 

        stdevcheck(ind) = check(j); 

        ind = ind + 1; 

    end 

end 

  

meancyl = mean(stdevcheck); 

stdcyl = std(stdevcheck); 

  

fprintf('The agreement between COMSOL and the analytical solutions is %d +/- %d \n', meancyl, 

stdcyl) %display's statistical info 

  

set(gcf, 'color', 'w') 

plot(x, check); 

title('Comparison between the Electric Fields from COMSOL and Analytic solutions (Cylinder)') 

xlabel(' Span of Z-axis from 0 to 5 cm [m]') 

ylabel(' Ez Matlab/Ez COMSOL [unitless]') 

axis([0 0.05 -0.5 1]) 
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% Analytical solutions to eigenfrequencies and electric field distributions 

% of a sphere 

  

% Josh Pennington 2/27/17 

  

clear; clc; 

  

N = load('F:\COMSOL Files\Masters Thesis\COMSOL 2017-05-25\5cmSphereoutput2.txt'); % Input values 

from COMSOL 

%N = load('F:\COMSOL Files\Masters Thesis\COMSOL 2017-05-25\5cmSphereGridoutput.txt') 

  

x = N(:,1); % loads the coordinates used in COMSOL calculations 

y = N(:,2); 

z = N(:,3); 

  

EzCOMSOL = N(:,4); % Loads the COMSOL solutions to the z electric field 

  

a = 5e-2;%input('input radius of the sphere in m \n'); % Dimensions of the sphere 

  

A = 1050; %voltage input for electric field 1 is normalized. 

  

n = input('input the n index (1,2,3,. . .) \n'); % TM indices nl 

l = input('input the l index (0,1,2,. . .) \n'); 

  

bess = [2.405 5.520 8.654 11.79 14.9309]; % Zeroth order Bessel function zeros 

  

c = 3e8; % speed of light in m/s 

  

fnl = (c*bess(n))/(2*pi*a); % Eigenfrequency  

  

fprintf('The eigenfrequency of the TM %d %d mode is %d Hz \n',n,l,fnl) % display  

  

k = (n*pi)/a; 

  

r = zeros(length(x),1); 

  

for i = 1:length(EzCOMSOL) 

    r(i,1) = sqrt(x(i)^2+y(i)^2+z(i)^2); 

    Ez(i,1) = A*sin(k*r(i))/(k*r(i)); 

end 

  

check1 = EzCOMSOL./Ez; 

check = (Ez-EzCOMSOL)./Ez; 

ind = 1; 

  

for j = 1:length(check)-1 % Sorts data from a matrix that falls within a certain range and puts 

it into a new matrix for ease of statistics 

    if check(j) > -3 && check(j) < 0.5 % Should make this into a function (import everything into 

Python Spyder?) 

        stdevcheck(ind) = check(j); 

        ind = ind + 1; 

    end 

end 

  

meansph = mean(stdevcheck); 

stdsph = std(stdevcheck); 

  

fprintf('The agreement between COMSOL and the analytical solutions is %d +/- %d \n', meansph, 

stdsph) %display's statistical info 

  

set(gcf, 'color', 'w') 

%plot(x, check); 

%title('Comparison between the Electric Fields from COMSOL and Analytic solutions (Sphere)') 

%xlabel(' Span of Z-axis from 0 to 5 cm [m]') 

%ylabel(' Percent difference between Analytical and COMSOL solutions [unitless]') 

%axis([0 0.05 -0.5 1]) 

  

plot(r, Ez, r, EzCOMSOL); 
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title('Comparison between Analytical Ez and COMSOL generated Ez') 

xlabel(' Radius of sphere [m]') 

ylabel(' Electric Field [V/m]') 

 

Appendix B: Micropatch antenna dimensional solver Matlab script 

% Micropatch Antenna Dimensional Solver 

% Josh Pennington 1/18/17 

% Updated 3/9/17 - added section to design impedance tuning stubs and 

% creating a 50 ohm feed trace transmission line. 

  

clear; clc; 

  

f = input('input the resonant frequency of the system in Hz \n'); % Resonant Frequency of cavity 

in Hz 

t = input('input the thickness of the subtrate in m \n'); % Substrate thickness in m 

T = input('input the trace thickness - 1oz copper is 35.56e-6 m, 2oz is 71.12e-6 m \n'); % Trace 

thickness in m 

c = 3e8; % Speed of light in m/s 

lamb = c/f; % Wavelength in m 

er = input('input the relative permittivity of the substrate \n'); % relative permittivity of 

dielectric substrate 

  
  

L = 0.49*(lamb/sqrt(er)) % Length of microstrip patch in m 

%Za = input('input the characteristic impedance of the system design \n'); %Desired input 

impedance of the micropatch antenna in Ohms 

%W = (L/sqrt(Za))*sqrt(90)*sqrt((er^2/(er-1))) % Width of the micropatch antenna in m 

W = L; 

Za = 90*(er^2/(er-1))*(L/W)^2 %Input impedance if dimensions are controlling design requirements. 

Bw = 3.77*((er-1)/er^2)*(W/L)*(t/lamb) % Bandwidth of the micropatch antenna in % of center 

frequency when VSWR is less than 2:1  

  

% Calculation of impedance notch dimensions 

xi = (L/pi)*acos(sqrt(50/Za)) % calculates notch depth for a 50 ohm impedance system 

yi = L/20 %#ok<*NOPTS> % design choice for notch width 

  

% Calculation of trace transmission line width (for impedance) 

  

B = (377*pi)/(2*50*sqrt(er)); 

tw = t*(2/pi)*(B - 1 - log(2*B - 1)+((er - 1)/2*er)*(log(B - 1) + 0.39 -(0.61/er))) % 50 Ohm 

Transmission feed line calculator 
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Appendix C: Description of Research for Popular Publication. 

The field of space propulsion is vital for the operation of daily modern life. Cell phones, 

television, GPS, and the internet all depend on a highly functional array of satellites in orbit 

around the Earth. Depending on the orbit, these satellites needs propulsion systems to keep from 

burning up in Earth’s atmosphere. The fuel requirements of all modern thrusters lead to a hard 

lifetime limit on all spacecraft before they become inoperative. Fuel requirements are also a 

major design bottleneck for interplanetary scientific probes. Low maneuverability due to fuel 

constrictions often makes it necessary to take long circuitous trajectories that take advantage of 

gravity assists from other planets as checkpoints on the way to its final goal. While the necessity 

of swinging by other planets offers invaluable scientific data, it comes at the cost of expediency. 

The journey of interstellar probes destined for the outer solar system can take nearly a decade. 

A driving developmental goal for space propulsion engineers has been increasing the 

efficiency of propulsion. Extracting as much work as possible out of every gram of fuel. For 

these reasons, the idea of a propulsion system that could produce thrust without the necessity of 

fuel has always been an ideal prospect. The EM-Drive or Q-thruster is a device that possibly 

meets those hallmarks. The device consists of a closed resonant cavity shaped like a truncated 

cone with a dielectric like Teflon inserted at one end. Since approximately 2005, work by several 

international companies and labs, including NASA, have shown positive thrust test results of 

varying magnitude. These results are intriguing and merit further investigation of the 

phenomena, but it should be noted that not all possible sources of experimental error have been 

eliminated. Also notable is that while there have been hypotheses presented to explain the thrust, 

none align with the currently held understanding of our physical world. The state of research into 

this phenomenon can therefore be said to be in an infant stage. 
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Because dedicated research into the subject of the Q-thruster phenomena is only just 

beginning, there exists an opportunity to make a large impact towards greater understanding of 

the device. This drove Josh Pennington’s (graduate student in the Microelectronics-Photonics 

program at the University of Arkansas) decision to focus on the Q-thruster resonant cavities for 

his M.S. thesis. 

The majority of this work was conducted using a software called COMSOL 

Multiphysics. The software allows for complex systems to be simulated in a Multiphysics 

environment. Microwave heating models were designed and created for six resonant cavities that 

were alterations on the design used by NASA Eagleworks Labs. Because a prime suspect of 

possible erroneous thrust data is the heating of the cavity due to microwaves, temperature 

information was recorded. Also recorded were several microwave parameters such as electric 

field strength, quality factor, and RF losses. 
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Appendix D: Executive Summary of Newly Created Intellectual Property 

The following description of new intellectual property was created in the course of this 

research project and should be considered from both a patent and commercialization perspective. 

1. Novel computational models of several geometries of resonant microwave cavity 

thrusters. Including frequency domain electromagnetic and transient heat transfer 

modeling of the thruster device. 
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Appendix G: Microsoft Project for MS MicroEP Degree Plan 
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Appendix H: Identification of All Software Used in Research and Thesis Generation 

Computer #1: 

 Model: Home built Windows PC 

 Windows Product ID: 00326-10856-05202-AA486 

 Location: Personal 

 Owner: Joshua Pennington 

Computer #2: 

 Model: Huang lab built Windows PC 

 Windows Product ID: 00329-00000-00003-AA690 

 Location: ENRC 143 

 Owner: Huang lab 

Software #1: 

 Name: Microsoft Office 2016 

 Purchased by: Joshua Pennington 

Software #2: 

 Name: Matlab R2017a 

 Purchased by: Mechanical Engineering Department 

Software #3: 

 Name: COMSOL 5.2 

 Purchased by: Microelectronics-Photonics Program 
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Appendix I: All Publications Published, Submitted, and Planned 

Submitted 

J.S. Pennington, A. Huang, “Simulation of Miniaturized Resonant Microwave Cavities with 

Applications to Advanced Space Propulsion.” Submitted to ASME 2017 IMECE Congress and 

Exposition. 

 

  


