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Abstract

Directed self-assembly (DSA) of block copolymers (BCPs) has been shown as a viable method to achieve bulk fabrication of surface patterns with feature sizes smaller than those available through traditional photolithography. Under appropriate thermodynamic conditions, BCPs will self-assemble into ordered micro-domain morphologies, a desirable feature for many applications. One of the primary interests in this field of research is the application of thin-film BCPs to existing photolithography techniques. This “bottom-up” approach utilizes the self-assembled BCP nanostructures as a sacrificial templating layer in the lithographic process.

While self-assembly occurs spontaneously, extending orientational uniformity over centimeter-length scales remains a critical challenge. A number of DSA techniques have been developed to enhance the long range order in an evolving BCP system during micro-phase separation. Of primary interest to this dissertation is the synergistic behavior between chemoepitaxial templating and cold-zone annealing. The first method involves pre-treating a substrate with chemical boundaries that will attract or repel one of the monomer blocks before application of the thin-film via spin-coating. The second method applies a mobile, thermal gradient to induce micro-phase separation in a narrow region within the homogeneous thin-film.

Parametric studies have been performed to characterize the extent of long range order and defect densities obtained by applying various thermal zone velocities and template patterns. These simulations are performed by utilizing a Time-Dependent Ginzburg-Landau (TDGL) model and an optimized phase field (OPF) model. Parallel processing is implemented to allow large-scale simulations to be performed within a reasonable time period.
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Chapter 1
Introduction

1.1 Motivation

The fabrication of semiconductors has been dominated by the process of optical lithography for over 50 years [1]. This process involves passing light through a pre-patterned mask and focusing it with a series of lenses to reduce feature sizes in order to expose a photosensitive material, called a photoresist, as a means of creating an etchable surface pattern in preparation for deposition of a new material to be patterned. Over the life-span of optical lithography, the basic process has remained the same while technologies and applications have evolved to reduce costs, processing time, and feature sizes. Over the past decade, the semiconductor industry has come closer and closer to reaching the physical limits of optical lithography.

The primary limitation in the resolution depends on the wavelength of light, the materials, and the lens design used in the process. Together these limitations determine the minimum feature width attainable, also known as the critical dimension, $CD$, which is ideally minimized.

\[
CD \approx \frac{k_1 \lambda}{NA} \tag{1.1}
\]

The process dependent parameter, $k_1$, describes the ability of the photoresist to accurately develop when exposed to light. Theoretically, $k_1$ has a lower limit of 0.25 [2, 3], in practice however, $k_1$ has a practical range of $0.3 < k_1 < 1$ [1]. The wavelength of the light source, $\lambda$ has two limitations; the photoresist must be receptive to the light it is exposed to, and the wavelength must be small enough that diffraction does not obfuscate the pattern as light passes through the mask. Traditional lithography methods are currently limited to wavelengths of $\lambda = 193nm$ and larger [4]. The numerical aperture, $NA$, is a dimensionless number that characterizes the viable angles where light can be accepted by the lens system.
used. This value is determined by

\[ NA = n \cdot \sin(\mu) \]  

where \( n \) is the index of refraction for the imaging medium, which is typically air with \( n = 1.0003 \) though some systems require a vacuum. The angle \( \mu \) is one-half the angular aperture whose maximum value is 90°, though in practice is usually limited to \( \mu \approx 80° \) or less.

The three factors in the critical dimension have all been pushed to their theoretical limits. In order to keep up with the ever-increasing industry needs for reduced costs, smaller feature resolution, and faster processing times, new methods have emerged to either modify or replace optical lithography \[5\]. Methods currently in use or under development include extreme ultraviolet lithography, nano-imprinting, mask-less lithography, and directed self-assembly (DSA) of block copolymers (BCPs) \[6-11\]. Extreme ultraviolet lithography \[4, 12, 13\] is similar to traditional photolithography where functional photoresists for wavelengths of \( \lambda = 13nm \) have been achieved. Nanoimprinting \[14-16\] creates nanoscale patterns by mechanical deformation of a resist surface by pressing it with an engraved surface. Mask-less lithography \[17-20\] (sometimes referred to as Laser Direct Imaging or as e-Beam Lithography) employs methods which transfer pattern information directly to a photoresist without utilizing a static mask. This is accomplished through use of a focused beam (typically laser or electron-beam) which exposes the photoresist in either a raster scan manner or by a vector drawing method. Directed self-assembly is the enhancement of optical lithography by the application of self-assembling BCP materials. This enrichment extends manufacturing control down to the molecular scale and relies on the resolution of the self-assembling materials rather than the resolution capabilities of the lithography tools \[21-24\].

Block copolymers are a distinct type of copolymer system where chains of distinct monomers are bonded together to form a single chain of segregated monomer types. Dur-
ing annealing, polymer chains shift and reorganize with respect to one another in order to minimize the free energy of the system. For BCPs consisting of immiscible polymer types, enthalpic contributions to the free energy are significant enough to result in phase separation where the free energy is minimized as polymer blocks are allowed to separate into distinct polymer phases. Due to the covalent bonding between the blocks, the phase separation distance is significantly limited to micro-scale dimensions. This restricted separation, referred to as micro-phase separation, will cause a number of possible morphologies to spontaneously form within the BCP system. Most commonly studied are linear diblock copolymers which consist of two distinct monomer types arranged in a linear block-formation. Depending on the ratio of chain lengths, potential morphologies include alternating lamella (thin layers) of type A and type B, gyroids consisting of an infinitely interconnected minority polymer surface surrounded by the majority monomer, cylinders of the minority polymer surrounded by the majority monomer, and minority type spheres surrounded by the majority monomer type. These predictable nanoscale morphologies are the basis for copolymer lithography.

Experimental and theoretical studies have been used to extensively characterize BCP systems. The micro-phase separation of BCP thin films has been broadly studied and shown to be useful for surface patterning and membrane applications [25]. These formations, while periodic, are prone to defects such as grain boundaries, dislocations, and disclinations shown in two dimensions in Fig. 1.1 that detract from their utility in some applications. A variety of

![Figure 1.1: Defects in phase separated morphology can detract from the intended applications. Common defects include: (a) Grain boundaries, where orientation is misaligned on either side of the boundary, (b) dislocations, where a single stripe terminates or bifurcates, and disclinations, where a single stripe (c) terminates or (d) bifurcates causing all other stripes nearby to curve around the defect](image)
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strategies have been developed to extend defect-free uniformity during self-assembly including solvent annealing [26], shear alignment [27], epitaxial templating [28–31], zone casting [32], and field alignment [33–37]. While these methods have been well studied experimentally, there is room for optimization of these techniques through parametric computational studies.

Block copolymers are an ideal system for fundamental research associated with molecular self-assembly. As such, numerical modeling has contributed significantly to the current understanding of BCP behavior. A variety of methods are used in computational studies. Atomistic simulations [38] track the position of individual atoms or monomers but are limited in length and time scales by availability of computational power. The most commonly implemented models include self-consistent field theory [39–41] (SCFT) and phase field models. A number of different phase field models have been developed for BCP research. These models include dynamic density functional theory [42] (DDFT), time-dependent Ginzburg-Landau [43, 44] (TDGL) theory, and Ohta-Kawasaki [45] (OK) theory. These phase field models use a Cahn-Hilliard equation to model diffusive phase separation of a binary system and assume a functional free-energy which approximates the behavior of a phase-separating BCP system. This approximation of free-energy allows for fast simulation times compared to atomistic simulations. SCFT uses a field-theoretic Hamiltonian derived from equilibrium properties modeled by Monte Carlo or Complex Langevin simulations [46]. While SCFT is highly accurate, it is also computationally expensive.

The primary interest of this dissertation is to computationally study a combination of chemoeptaxial templating and cold-zone annealing DSA methods applied to BCP thin films for pattern formation.

1.2 Dissertation Objectives

The objective of this dissertation is to numerically study and predict the behaviors of linear diblock copolymer systems using large scale numerical modeling. Multiple phase field methods are used to simulate these systems. Directed self-assembly techniques are
implemented within the simulations to elucidate the enhanced behavior of these copolymer systems under various conditions. Post-processing analysis algorithms have been developed and applied to simulation results in order to quantify defect density and long-range ordering within processed results. The specific research objectives are:

1. Predict the orientation of lamellae forming BCPs as a function of CZA zone velocity.
2. Predict the defect density of lamellae forming BCPs as a function of CZA zone velocity.
3. Determine how effective the addition of epitaxial templating is at improving the results from objectives 1 and 2.
4. Determine how the sharpness of the thermal gradient will affect the results from objectives 1 and 2.
5. Predict the behavior of sphere forming BCPs in 3-dimensional thin films where hemisphere formation occurs at the upper and lower surfaces.
6. Determine ideal film thickness for BCP films from objective 5.
7. Predict thin-film evolution behavior for BCP films from objective 6 after application of chemoepitaxial templating on the lower substrate.
8. Predict thin-film evolution behavior for BCP films from objective 6 during application of CZA throughout the film.
9. Predict the long-range behavior of BCP thin-films from objective 6 using a combination of chemoepitaxial templating and CZA methods.
1.3 Dissertation Structure

This dissertation is separated into six chapters and one appendix. Chapter 2 contains a literature review and background information related to block-copolymer materials, their application to photolithography, and directed self-assembly techniques applied to the lithography process. Chapter 3 details the computational methods used in this research. Chapters 4 and 5 are published articles which discuss the phase-separation of block-copolymers under directed self-assembly methods including topographical templating and cold-zone annealing. Chapter 6 discusses the key results and conclusions of this work as well as some potential future work based on these results. Appendix 1 contains published supplemental information for the published work in Chapter 4. The first article (Chapter 4), titled "Numerical Simulations of Directed Self-Assembly in Diblock Copolymer Films using Zone Annealing and Pattern Templating" was published in *Scientific Reports* in 2017. The second article (Chapter 5), titled "Directed Self-Assembly in Diblock Copolymer Thin Films for Uniform Hemisphere Pattern Formation" was published in *Macromolecules* in 2019.
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2.1 Block Copolymers

A monomer is a basic molecular unit which is able to bond with other like-kind monomers to form long chemical chains called polymers. For example, the monomer styrene can be polymerized with other styrene monomers to form the polymer poly-styrene as shown in Fig. 2.1(a,b). It is also possible to combine two or more monomer species through polymerization to create a bipolymer, triopolymer, quaterpolymer, etc. though the term typically used for polymers consisting of two or more monomers is simply copolymer. If the monomers within a single chain copolymer are segregated into blocks of unique monomer types, the resulting polymer is called a block copolymer (BCP) due to the unique blocks within the chain as shown in Fig. 2.1(c). Linear BCPs have a wide variety of applications, and are used commonly in patterning research and applications, although there are a number of other chain architectures also being explored [1-3].

2.2 Spinodal Decomposition

When two thermodynamically immiscible elements are mixed together, their chemical incompatibility will cause them to separate as a means of lowering the overall chemical energy of the system, this diffusion process is known as spinodal decomposition. The driving force behind spinodal decomposition is a balance between the enthalpic, $\Delta H_{mix}$, and entropic, $T\Delta S_{mix}$, energy terms in the Gibbs free energy of mixing

$$\Delta G_{mix} = \Delta H_{mix} - T\Delta S_{mix} \quad (2.1)$$

If $\Delta G_{mix}$ is negative, the materials are able to spontaneously mix. However, when $\Delta G_{mix}$ is positive, such as the case of immiscible fluids, enthalpy causes the mixture to spontaneously
separate in order to reduce the energy state of the system.

Consider a simple case of oil and water in a container. When mixed, the fluids will form one homogeneous liquid which rapidly separate back into unique phases of oil and water with minimum contact between phases. This process is also common in glasses [4, 5], metal alloys [6], and polymers [7]. Under proper thermodynamic conditions, immiscible polymer chains will separate into distinct phases of the different polymers, as in Fig. 2.2(a). Similar to mixtures of immiscible polymers, BCPs will spontaneously phase separate. However, due to the bonding between polymer blocks, phase separation can only occur on the molecular scale, shown in Fig. 2.2(b). During this "micro-"phase separation BCPs will self-assemble into nanoscale periodic domains. The shape of these domains are dependant mainly on the volume fraction of monomer types and can form a variety of stable structures as depicted in Fig. 2.2(c,d).

![Figure 2.1: Example of a polymer. (a) A common monomer, styrene. (b) Polymerized styrene, known as polystyrene, consists of a long chain of repeated styrene monomers. (c) (left) Two distinct monomers, represented as individual particles rather than by their molecular structure. (center) Distinct polymers. (right) A linear block copolymer consisting of two distinct monomers which are segregated into distinct blocks.](image-url)
2.3 Phase-Separated Morphology

Phase separated morphologies in linear BCPs are dependent on three key factors: the interaction parameter, degree of polymerization, and the volume fraction. The interaction parameter, $\chi$, also called the Flory-Huggins parameter, indicates how incompatible two polymer species are and can be used to determine whether or not the polymer species are miscible. The degree of polymerization, $N$, describes the average number of monomers

![Figure 2.2: Example of phase separation. (a) An immiscible polymer blend will phase separate into distinct phases of each polymer type. (b) Due to bonding between blocks, block-copolymers consisting of immiscible polymers cannot phase separate on a macroscopic scale. Periodic domains are formed which depend on a number of factors including the ratio of block lengths. (c) Blocks which are relatively similar in length will tend to separate into lamella, or layered structures. (d) A possible structure for blocks which are dissimilar in length is hexagonally packed cylinders.](image-url)
found within a single polymer chain. For BCP’s, the volume fraction, $f$, is a ratio of a block length compared to the total length of the molecule. Shown in Fig. 2.3, stable and metastable phase-separated morphologies of linear diblock copolymers (BCPs with two distinct monomers) include ordered spheres, cylinders, lamellae, and gyroid structures [8–13]. The phase diagram of di-BCPs is a function of two parameters: the volume fraction of the $A$ block, $f$, and the $A$-$B$ interaction term $\chi N$. The variety, regularity, and size of these structures make BCPs a highly attractive option for many nano-manufacturing applications.

Though separated into unique phases, these materials do not typically fully separate at the boundaries, but have a diffuse interface as depicted in Fig. 2.4

2.4 Directed Self-Assembly

Using DSA techniques, the micro-phase separated BCP can replicate template patterns and offer a significant increase in feature resolution over current photolithography capabilities (ie. decrease producible feature sizes) [14–16]. One of the most attractive advantages

---

Figure 2.3: (a) Typical phase diagram of an A-B diblock copolymer. $f$: Volume fraction of one block. $\chi$: Flory-Huggins interaction parameter. $N$: degree of polymerization. L: lamellae. H: hexagonally-packed cylinders. Q230: double-gyroid phase. Q229: body-centered spheres. CPS: closed-packed spheres. DIS: disordered. (b) Representative stable morphologies shown by their dependence on increasing values of $f_A$, the volume fraction of block A. Figure by Tseng and Darling [8].
offered by DSA of BPCs is the potential for high-volume cost-effective manufacturing at sub-20nm length scales with no need for advancements in the top-down approach of established lithography methods. Figure 2.5 shows SEM images of structures formed using block copolymer lithography. The domain sizes in a BCP matrix correspond with the molecular lengths of each section of the copolymer chain and can be tailored as small as 5nm.

2.5 Zone Annealing

During DSA, BCP films are initially formed in a disordered state. Phase separation can only occur above a minimum temperature termed the glass transition temperature, $T_G$, above
which, the polymer transitions from a hard, glassy material to a softer, rubbery material where polymer chains are able to reorient via diffusion. An upper temperature limit exists called the order-disorder transition temperature, $T_{OD}$, above which the BCP remains in an amorphous and homogeneous state. Studies of domain morphologies have shown that directional quenching and/or annealing of a BCP film can considerably enhance the order within the system, whereby the orientation of the periodic structures is dependent on the direction and the velocity of a moving thermal gradient field [18]. This approach, termed zone annealing, involves passing a BCP film through a series of hot and cold temperature fields to impose a moving thermal gradient within the film.

The earliest implementation of zone annealing utilized temperatures in the hot zone above the $T_{OD}$ of the BCP film [19], now designated as hot zone annealing (HZA). Subsequent efforts applied lower temperatures in the hot zone in the range of $T_G < T < T_{OD}$. This approach is designated cold-zone annealing (CZA) [20-24]. In HZA, new microdomains form and become aligned in the cooling edge of the zone, as opposed to CZA whereby new microdomains form in a narrow range on the heating edge of the zone once the temperature exceeds $T_G$. A somewhat related, yet distinctly different approach known as zone casting [25] involves injecting a BCP solution at an elevated temperature onto a substrate as the substrate is withdrawn perpendicular to the injection. The injection rate and withdrawal velocity are carefully controlled to maintain film thicknesses between $100\,nm$ and a few micrometers. It has been observed that orientation of ordered lamellae are affected by the casting temperature and withdrawal rate. Notably, both CZA and zone casting methods have shown essentially defect-free microdomain patterns when the thermal gradient velocity (or, the withdrawal velocity for zone casting) is kept below $\sim 5\,\mu m/s$. Furthermore, the sharpness of the thermal gradient has been shown to affect the periodic domain orientation. A sharp thermal gradient ($\nabla T \sim 45\,K/mm$) [21] in CZA has been shown to produce vertical orientation (i.e. in the z-direction of the film), while broader thermal gradients ($\nabla T \sim 17\,K/mm$) result in parallel alignment for similar velocities.
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Chapter 3
Computational Methods

While the published papers in Chapters 4 and 5 offer sufficient details to reproduce the computational methods used, this chapter will offer more in-depth details of the computational models and algorithms used to produce and analyze data.

3.1 Time Dependant Ginzburg Landau Model

This section details the computational model used to simulate 2-D lamella forming generic BCPs of immiscible monomer types found in Chapter 4.

To model the behavior of spinodal decomposition, a Cahn-Hilliard-Cook (CHC) equation is used which describes the morphological evolution by spatially and temporally updating an order parameter representing the local polymer concentration. Because it is assumed that $\phi_A + \phi_B = 1$, it is only necessary to track one of these concentrations, i.e. only $\phi_A$ is calculated. For these simulations, the CHC equation of the form

$$\frac{\partial \phi_A}{\partial t} = \nabla \cdot \left( M_A \nabla \frac{\delta F(\phi_A)}{\delta \phi_A} \right) + \xi(r,t),$$  \hspace{1cm} (3.1)

is used. In the CHC equation, $M_A$ represents monomer species mobility, $F(\phi_A)$ is a free energy functional, and $\xi(r,t)$ represents thermal noise. Derived from conservation laws \[1, 2\], eqn. 3.1 ensures global conservation of $\phi_A$.

3.1.1 Species Mobility

Polymer mobility is highly temperature-dependent, particularly as the system transitions from below to above the glass transition temperature \[3\]. Therefore, in this model, mobility and temperature are directly linked. Under cold-zone annealing conditions, mobility is modeled by prescribing a spatially- and temporally-dependent species mobility, $M_A$, by applying
a smooth functional form

\[ M_A = \frac{1}{2} \left[ 1 - \tanh \left( \frac{6(x_i - (t \cdot v_{zone} - 0.5w_{zone}))}{w_{zone}} \right) \right] \]  \hspace{1cm} (3.2)

where \( x_i \) is the local x-position within the domain, \( t \) is the current simulation time calculated by \( N_{\text{step}} \cdot \Delta t \), \( w_{zone} \) is the width of the temperature transition zone, and \( v_{zone} \) is the velocity of the temperature transition zone. Isothermally annealed results are modeled with a constant mobility having a value of \( M_A = 1 \).

### 3.1.2 Free Energy

Phase separation is induced by a free energy functional \( F(\phi_A) \), which consists of both short- and long-range terms

\[ F(\phi_A) = F_S(\phi_A) + F_L(\phi_A), \]  \hspace{1cm} (3.3)

where the short-range chemical mixing energy is defined in the TGDL model by a polynomial expression combined with a gradient term

\[ F_S(\phi_A) = \int \left[ \psi \phi_A^2 (1 - \phi_A)^2 + \kappa |\nabla \phi_A|^2 \right] dr, \]  \hspace{1cm} (3.4)

The first term creates a double-well potential curve that produces a miscibility gap by penalizing volume fractions between \( \phi_A = 0 \) and \( \phi_A = 1 \). A polynomial expression such as this is routinely substituted for a Flory-Huggins model [4], as it provides better numerical efficiency while still qualitatively describing an immiscible mixture. It should be noted, however, that this substitution makes the results generic and not material-specific. A material-specific free energy potential can be included at the cost of computational speed. The gradient term in eqn. 3.4 penalizes gradients in \( \phi_A \) that occur at A-B interfaces. The scaling parameters \( \psi \) and \( \kappa \) together influence the mixing energy, thus relating to the Flory-Huggins factor \( \chi N \) as well as the diffuse width of the A-B interface. The long-range term in eqn. 3.3 introduces a
domain growth restriction due to the chain length of the A and B chains, and is defined by

\[ F_L(\phi_A) = \frac{\alpha}{2} \int dr \int dr' G(r - r') \phi_A(r) \phi_A(r') \] (3.5)

where the Green function \(G(r - r')\) satisfies \(\nabla^2 G(r - r') = -\delta(r - r')\) and the coefficient \(\alpha\) is proportional to \((Nf(1 - f))^{-2}\) where \(N\) is the total degree of polymerization and \(f\) is the volume fraction of monomer A [5].

### 3.1.3 Thermal Noise

The final term in eqn. 3.1 introduces thermal noise which is applied directly as random variations in local concentration. Without the application of thermal noise, the CHC equation is essentially a mean-field theory which approximates interaction between neighbor nodes by mean values which may predict dynamic behavior of the system incorrectly [1]. To ensure that mass is conserved, this term is applied globally and normalized so that the spatial average is zero.

### 3.1.4 Chemoepitaxial Templating

The TDGL model utilizes a free energy functional where the short-range chemical energy in Eqn. 3.4 is defined by a polynomial of the form

\[ \phi_A^2(1 - \phi_A)^2 \] (3.6)

This double-well potential curve penalizes polymer concentrations between 0 and 1 which induces the phase separation behavior by driving concentration toward one or the other. Depicted in Fig. 3.1, this free energy functional is modified to the form

\[ \phi_A^2(1 - \phi_A)^2 + \eta \phi_A^2 \] (3.7)

for simulations where templating is applied. In this equation, \(\eta\) is a boolean variable used to change the double-well potential into a single-well which penalizes concentrations that
are non-zero. This enforces templated regions by driving concentration towards $\phi_A = 0$, corresponding to the B-rich phase.

### 3.2 Concentration Gradient Orientation Mapping

The analysis algorithm used to create false color maps shown in Chapter 4 was developed to quickly analyze 2-D lamella patterns and calculate the local pattern orientation based on the gradient between nearest neighbor nodes. Gradients on node $(i,j)$ of $\phi_A$ are calculated by

$$\nabla X = \frac{\hat{\phi}_{i-1,j} - \hat{\phi}_{i+1,j}}{2} \quad (3.8)$$

$$\nabla Y = \frac{\hat{\phi}_{i,j-1} - \hat{\phi}_{i,j+1}}{2} \quad (3.9)$$

and orientation is calculated as

$$\theta = \left( \tan^{-1} \left( \frac{\nabla Y}{\nabla X} \right) + \frac{\pi}{2} \right) \cdot \frac{180}{\pi} \quad (3.10)$$

resulting in orientation values between $\theta = 0^\circ$ and $\theta = 180^\circ$. Near maxima and minima, the gradient can be overly sensitive to small changes. The magnitude of each gradient is calculated by

$$\nabla = (\nabla X^2 + \nabla Y^2)^{\frac{1}{2}} \quad (3.11)$$
and normalized to values between $\nabla = 0$ and $\nabla = 1$. To prevent erroneous orientation calculations, a threshold of 0.2 is established and the orientation of nodes where $\nabla < 0.2$ are eliminated. This process is depicted in Fig. 3.2. After orientation is calculated, data is returned and analyzed. The degree to which the field is oriented parallel or perpendicular to the direction of zone annealing within some tolerance is of key interest. Results presented in Chapter 4 are calculated with a tolerance of $\pm 30^\circ$.

![Figure 3.2](image_url)

Figure 3.2: a) Concentration field with relative gradients shown. b) Concentration field with orientation scaled by gradient magnitude. c) Orientation color map is applied, non-scaled orientation arrows are shown. d) Erroneous orientation near concentration maxima and minima are removed and color map is grayed out for emphasis.
3.3 Optimized Phase Field Model

This section details the computational model used to generate 3-D sphere forming PS-b-PMMA BCPs use in Chapter 5. Like the TDGL model described in Section 3.1, the optimized phase field (OPF) method uses the Cahn-Hilliard-Cook equation, Eqn. 3.1 to describe changing morphological behavior and ensure conservation of mass.

3.3.1 Species Mobility

Mobility of polymer species is calculated according to Eqn. 3.2. However, in this model local temperature is calculated explicitly through

\[ T_i = T_g + M_i(T_{max} - T_g) \]  \hspace{1cm} (3.12)

describing the linear relationship between temperature and mobility as temperature increases from \( T_g \) to \( T_{max} \). This local temperature is used to calculate local \( \chi \) values throughout the simulation. Unlike the TDGL model, the OPF model does not approximate the phase separation energy as broadly and therefore presents results which are more accurate and are tied to specific materials through the experimentally derived entropic and enthalpic contributions to the temperature dependant Flory-Huggins parameter \([6]\)

\[ \chi(T) = \beta + \frac{\alpha}{T} \]  \hspace{1cm} (3.13)

where \( \alpha \) and \( \beta \) represent these contributions respectively.

3.3.2 Free Energy

The free energy functional used in the OPF model was developed by Liu et al. \([7-9]\). This free energy, \( F(\phi_A) \), consists of long- and short-range terms as in Eqn. 3.3 which represent local and bulk effects of the free energy landscape. In this model, the polynomial expression representing short-range chemical mixing is

\[ F_S(\phi_A) = \int \left[ c_2(\delta\phi_A)^2 + c_3(\delta\phi_A)^3 + c_4(\delta\phi_A)^4 + c_5|\nabla\phi_A|^2 \right] d\mathbf{r} \]  \hspace{1cm} (3.14)
where $\delta \phi_A = \phi_A - 0.5$. The first three terms in Eqn. 3.14 describe a double well potential curve producing a miscibility gap between $\phi_A = 0$ and $\phi_A = 1$ and the fourth term restricts the concentration gradient of $\phi_A$ at the interface between distinct polymer phases. The coefficients can be calculated using Table 3.1 and

$$c_2 = -\sum_{j=0}^{2} \sum_{k=0}^{2} b_{jk}^{(2)} x^j g^{2k}$$

(3.15)

$$c_3 = -\sum_{j=0}^{2} \sum_{k=0}^{2} b_{jk}^{(3)} x^j g^{2k+1}$$

(3.16)

$$c_4 = \sum_{j=0}^{2} \sum_{k=0}^{2} b_{jk}^{(4)} x^j g^{2k}$$

(3.17)

$$c_5 = \frac{\sum_{k=0}^{2} (b_{0k}^{(5)} + b_{1k}^{(5)} x) g^{2k}}{1 + \sum_{k=0}^{2} b_{2k}^{(5)} x g^{2k}}$$

(3.18)

where $g = 0.5 - f$ and $x = \chi N - \chi N_s$. Here, $\chi N$ is the Flory-Huggins parameter calculated in Eqn. 3.13 times the degree of polymerization, $N$. The value $\chi N_s$ represents the random phase approximation (RPA) [10], an estimated curve below which phase separation is not predicted to occur. Values for $\chi N_s$ are shown in Table 3.2. A polynomial fit to these points is used to determine a minimum value for $\chi N$ below which simulation results are not considered valid.

The long range term in the free energy functional reflects the physical restriction of phase separation due to polymer chain length and is calculated by

$$F_L(\phi_A) = c_6 \int dr \int dr' G(r-r') \phi_A(r) \phi_A(r')$$

(3.19)

where, as with the TDGL model, $\nabla^2 G(r-r') = -\delta(r-r')$ satisfies the Green function $G(r-r')$. The coefficient $c_6$ is calculated using Table 3.1 and
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Table 3.1: OPF Model Parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>( k = 0 )</th>
<th>( k = 1 )</th>
<th>( k = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_{jk}^{(2)} )</td>
<td>( j = 0 )</td>
<td>5.920</td>
<td>-14.31</td>
<td>-398.5</td>
</tr>
<tr>
<td></td>
<td>( j = 1 )</td>
<td>2.025</td>
<td>-4.285</td>
<td>39.47</td>
</tr>
<tr>
<td></td>
<td>( j = 2 )</td>
<td>0.005522</td>
<td>-0.1915</td>
<td>-1.003</td>
</tr>
<tr>
<td>( b_{jk}^{(3)} )</td>
<td>( j = 0 )</td>
<td>9.741</td>
<td>-39.46</td>
<td>-999.0</td>
</tr>
<tr>
<td></td>
<td>( j = 1 )</td>
<td>9.224</td>
<td>14.69</td>
<td>-510.3</td>
</tr>
<tr>
<td></td>
<td>( j = 2 )</td>
<td>0.06433</td>
<td>-1.281</td>
<td>15.70</td>
</tr>
<tr>
<td>( b_{jk}^{(4)} )</td>
<td>( j = 0 )</td>
<td>9.686</td>
<td>53.00</td>
<td>-1775.0</td>
</tr>
<tr>
<td></td>
<td>( j = 1 )</td>
<td>3.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>( j = 2 )</td>
<td>0.02068</td>
<td>-0.2385</td>
<td>-0.4559</td>
</tr>
<tr>
<td>( b_{jk}^{(5)} )</td>
<td>( j = 0 )</td>
<td>0.7885</td>
<td>-5.654</td>
<td>-16.22</td>
</tr>
<tr>
<td></td>
<td>( j = 1 )</td>
<td>0.2119</td>
<td>-1.170</td>
<td>3.659</td>
</tr>
<tr>
<td></td>
<td>( j = 2 )</td>
<td>0.1178</td>
<td>-0.7423</td>
<td>5.481</td>
</tr>
<tr>
<td>( b_{jk}^{(6)} )</td>
<td>( j = 0 )</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>( j = 1 )</td>
<td>0.2230</td>
<td>-1.956</td>
<td>7.147</td>
</tr>
<tr>
<td></td>
<td>( j = 2 )</td>
<td>0.0006666</td>
<td>-0.02858</td>
<td>0.05316</td>
</tr>
</tbody>
</table>

Table 3.2: Random Phase Approximation values

| \( |g| \) | \( \chi N_s \) |
|---|---|
| 0.00 | 10.495 |
| 0.05 | 10.698 |
| 0.10 | 11.344 |
| 0.15 | 12.562 |
| 0.20 | 14.635 |
| 0.25 | 18.172 |
| 0.30 | 24.613 |
| 0.35 | 38.038 |
\[ c_6 = \frac{-c_2}{\sum_{j=0}^{2} \sum_{k=0}^{2} j^{(6)} x^j g^{2k}} \] (3.20)

This approach, while computationally more intensive than the TDGL model, yields results that are in better agreement with self-consistent field theory models that are significantly more computationally intensive. Simulation results show that this model is capable of producing self-assembled morphologies including sphere, cylinder, gyroid, and lamellar morphologies for different input volume fractions as shown in Fig. 3.3.

Figure 3.3: Representative morphologies generated by the OPF model. The minority polymer A (red) is solid while the majority polymer B (blue) is semitransparent. The diffuse interface (white) is enhanced to show where separation occurs. a) \( c_0 \approx 0.32 \), Sphere forming minority polymer. b) \( c_0 \approx 0.36 \), Cylindrical minority polymer structures. c) \( c_0 \approx 0.4 \), Double Gyroid. Both polymer types form a pattern of interconnected branched structures. d) \( c_0 \approx 0.5 \), Lamellar structures composed of alternating layers of polymer types are formed.
A large-scale parametric study has been performed where $f$ and $N$ are varied and $\chi$ is held constant by implementing a constant temperature. Due to the symmetric nature of the diagram, only values where $f \leq 0.5$ are considered. Representative morphologies for sphere, cylinder, gyroid, and lamella forming BCPs are shown in Fig. 3.3. Morphologies are highly dependent on $f$ and moderately dependent on $\chi N$, especially near the separation limit, $\chi N_s$. Figure 3.4 shows the resulting phase diagram which appears as expected in comparison with Fig. 2.3(a).

![Phase Diagram](image)

**Figure 3.4:** A phase diagram for the OPF model. Data points represent individual simulations of a phase separating BCP where $nx = ny = nz = 64$. Bulk simulations are evaluated for the dominant phase present after reaching a meta-stable state. States found consist of sphere, cylinder, gyroid, and lamella morphologies. The line $\chi N_s$ shows the minimum phase separation limit below which accuracy is not endorsed for the OPF model.
3.3.3 Chemoepitaxial Templating

Three dimensional simulations for this study are designed to use a 3-D grid of discrete points to represent locations within the bulk BCP, an additional layer of discretized points are added to all outer edges of the simulation space and are used to enforce boundary conditions within the simulation space. The application of chemoepitaxial templating for 3-D simulations occurs within this boundary layer on the lower substrate. The desired template spacing is calculated and locations where the templating is to exist are determined. From these calculated points, a circle within the 2-dimensional layer is placed and all boundary layer points within the circle are made as template points with a fixed value of $\phi_A = 1$. All non-templated points are left free to apply the prescribed boundary conditions.

3.4 Concentration Maxima Cell-Orientation Mapping

This is the analysis algorithm used to calculate orientation information for 3-D sphere-forming PS-b-PMMA results found in Chapter 5. While these simulations are carried out in 3-D, they are designed so that results can be analyzed in 2-D. The simulations replicate a sphere-forming BCP thin-film where hemispheres form on the upper and lower surfaces of the film. Chemoepitaxial templating is applied to the lower substrate to induce order at the lower surface of the thin-film. Orientation analysis is calculated at the upper surface so that templating does not directly affect the analysis.

Data from only the upper surface of the simulation is considered. Concentration is normalized to values between $\phi_A = 0$ and $\phi_A = 1$. Data below a set threshold are removed. For this work, the threshold was set to $\phi_{A_{\text{min}}} = 0.85$ which reveals concentration clusters near the center of each upper hemisphere. Each cluster is analyzed to identify the local maxima which are recorded as grid points. To ensure that multiple clusters are not grouped together, the local maxima search is limited to a diameter equal to the BCP separation distance $L_0$. Delaunay triangulation [11, 12] is performed on the set of points to determine nearest neighbors. Finally, each set of Delaunay neighbors are treated as a unit cell and
the largest distance across the cell is calculated. This distance vector is compared to the
direction of zone velocity and the angle between is calculated and assigned as $\theta$ to the node
at the center of each cell where $\theta$ has values between $\theta = 0^\circ$ and $\theta = 180^\circ$. For visualization
purposes, orientation is interpolated across the simulation space to create an orientation map
using periodic bounds for $\theta$. This process is depicted in Fig. 3.5.

3.5 Length and Time Scales

Length and time scales in the results presented in Chapters 4 & 5 are given in terms of $\tilde{l}$
and $\tilde{t}$ respectively. These units refer to the spatial and temporal steps taken within the model
and can not be directly extracted. These values can be extrapolated indirectly for Chapter 5
by considering the physical properties that were modeled in the published work. The degree
of polymerization used is $N = 385$. At $T_{\text{MAX}}$, $\chi = 0.038$, and the average domain spacing is
$L_0 = 15.18\tilde{l}$. For PS-b-PMMA, the domain spacing can be calculated as $L_0 \approx \chi^{1/6}N^{2/3}nm$
[13] yielding a result of $L_0 \approx 34.95\text{nm}$. This translates into $\tilde{l} \approx 2.302\text{nm}$. The time scale
can be found by the temperature dependent diffusivity constant for PS-b-PMMA, $\delta$, where
$\delta = \frac{\tilde{l}^2}{\tilde{t}}$, therefore, $\tilde{t} \approx \frac{(2.302\text{nm})^2}{\delta}$. The diffusivity of PS-b-PMMA near $T_{\text{max}}$ is estimated to be
$\delta \approx 0.75\text{nm}^2/s$ [14], yielding a time scale of $\tilde{t} \approx 7.066s$. 
Figure 3.5: a) Simulation results in 3-dimensions. b) Upper surface to be analyzed for orientation. Concentration values are normalized between 0 and 1. c) Concentration values below a threshold of 0.85 are removed showing local concentration clusters. d) Local clusters are analyzed for maxima and Delaunay triangulation is performed on the resulting points. e) Orientation of Delaunay cells are calculated and assigned to the center node of each cell. f) Local orientation is interpolated across simulation area to generate an orientation map.
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Chapter 4

Paper 1: Numerical Simulations of Directed Self-Assembly in Diblock Copolymer Films using Zone Annealing and Pattern Templating

Co-Author: Paul C. Millett

4.1 Abstract

Bulk fabrication of surface patterns with sub-20 nm feature sizes is immensely desirable for many existing and emerging technologies. Directed self-assembly (DSA) of block copolymers (BCPs) has been a recently demonstrated approach to achieve such feature resolution over large-scale areas with minimal defect populations. However, much work remains to understand and optimize DSA methods in order to move this field forward. This paper presents large-scale numerical simulations of zone annealing and chemo-epitaxy processing of BCP films to achieve long-range orientational order. The simulations utilize a Time-Dependent Ginzburg-Landau model and parallel processing to elucidate relationships between the magnitude and velocity of a moving thermal gradient and the resulting BCP domain orientations and defect densities. Additional simulations have been conducted to study to what degree orientational order can be further improved by combining zone annealing and chemo-epitaxy techniques. It is found that these two DSA methods do synergistically enhance long-range order with a particular relationship between thermal gradient velocity and chemical template spacing.

4.2 Introduction

The ability to accurately produce nanoscale surface patterns has become a driving factor for research in many fields. As the need for nanoscale manufacturing increases, new processing technologies must be developed in order to meet industry needs. A number of different patterning methods have shown progress in decreasing feature size beyond the capabilities of traditional lithography [1]. These methods include extreme ultraviolet lithography, nanoim-
printing, maskless lithography, and directed self-assembly (DSA) of block copolymers (BCP) [2–7]. BCPs can form very monodisperse periodic domains with domain sizes that can be tailored as small as 5 nm. The domain sizes in a microphase separated BCP matrix correspond with the molecular lengths of each section of the copolymer chain [8]. Linear BCPs are commonly used for patterning research and applications, although other chain architectures are also being explored [9–11]. The phase-separated morphologies of linear BCPs are dependent on the interaction parameter \( \chi \), degree of polymerization \( N \), and the ratio of the length of each block \( f \). Stable and meta-stable morphologies include ordered spheres, cylinders, lamellae, and gyroid structures [12–16]. The variety, regularity, and small size of these structures make BCPs highly attractive for many nano-manufacturing applications.

The microphase separation of BCP thin films has been broadly studied and shown to be useful for surface patterning and membrane applications [17]. These formations, while periodic, are prone to defects such as dislocations and grain boundaries that detract from their utility in some applications. A variety of strategies have been developed to extend defect-free uniformity during self-assembly including solvent annealing [18], shear alignment [19], epitaxy [20–23], zone casting [24], and field alignment [25–29]. Studies of domain morphologies have shown that directional quenching and/or annealing of a BCP film can considerably enhance the order within the system, whereby the orientation of the periodic structures is dependent on the direction and the velocity of a moving thermal gradient field [30]. This approach, termed zone annealing, involves passing a BCP film through a series of hot and cold temperature fields to impose a moving thermal gradient within the film.

The earliest implementation of zone annealing utilized temperatures in the hot zone above the order-disorder temperature (\( T_{ODT} \)) of the BCP film [31], now designated as hot zone annealing (HZA). Subsequent efforts applied lower temperatures in the hot zone in the range of \( T_G < T < T_{ODT} \) where \( T_G \) is the glass transition temperature, and this approach is designated cold zone annealing (CZA) [32–36]. In HZA, new microdomains form and become aligned in the cooling edge of the zone, as opposed to CZA whereby new microdomains form
in a narrow range on the heating edge of the zone once the temperature exceeds $T_G$. A somewhat related, yet distinct, approach known as zone casting [37] involves injecting a BCP solution at an elevated temperature onto a colder substrate as the substrate is withdrawn perpendicular to the injection. The injection rate and withdrawal velocity are carefully controlled to maintain film thicknesses between 100 nm and a few micrometers. It has been observed that orientation of ordered lamellae are affected by the casting temperature and withdrawal rate. Remarkably, both CZA and zone casting methods have shown essentially defect-free microdomain patterns when the thermal gradient velocity (or, the withdrawal velocity for zone casting) is kept below $\sim 5 \, \mu$m/s. Furthermore, the sharpness of the thermal gradient has been shown to affect the periodic domain orientation. A sharp thermal gradient ($\nabla T \sim 45$ K/mm) [33] in CZA has been shown to produce vertical orientation (i.e. in the z-direction of the film) while broader thermal gradients ($\nabla T \sim 17$ K/mm) result in parallel alignment for similar velocities.

Computational studies including both atomistic and mesoscale simulations have expanded our understanding of many different DSA approaches to control BCP morphology [8, 35, 38–41]. In particular, mesoscopic methods including self-consistent field theory and time-dependent Ginzburg-Landau (TDGL) models offer the required spatial resolution to represent the BCP domain structure while also allowing the computational efficiency to analyze fairly large sections of a BCP matrix. With regards to DSA, numerical simulations have been used to study BCP defect behavior in topologically and/or chemically patterned substrates [42, 43], magnetic- and electric-field alignment with and without nanoparticle loading [44–46], as well as a few studies of thermal gradient zone annealing alignment [30, 35, 47].

In this work, we present large-scale TDGL simulations to analyze the degree of BCP microdomain orientation and the defect populations during the CZA process. We systematically vary both the magnitude and the velocity of a moving thermal gradient translating across an initially disordered BCP film. Results illustrate direct relationships between these two parameters and the resultant microdomain orientations that emerge. Furthermore, we
investigate how a combination of CZA and chemical template alignment patterns can synergistically enhance each other to further improve long-range order within a film. The addition of templating patterns effectively allows increased CZA velocities while maintaining defect-free domains.

4.3 Methods

In the current work, we consider an idealized AB diblock copolymer film with equal volume fractions of the A and B monomers, \( \phi_A \) and \( \phi_B \). We strive to replicate CZA experiments [32], in which a film is spin-coated as a dense, disordered layer that is largely devoid of a solvent. Hence, this binary system – if assumed to be incompressible – should reasonably obey the condition \( \phi_A + \phi_B = 1 \), and we therefore can consider one independent volume fraction, e.g. \( \phi_A \). We utilize the coarse-grained TDGL model commonly invoked to simulate relatively large regions of a block copolymer phase-separated microstructure [37, 48]. A Cahn-Hilliard equation describes the kinetic morphology change by spatially and temporally updating an order parameter, here corresponding to \( \phi_A \):

\[
\frac{\partial \phi_A}{\partial t} = \nabla \cdot \left( M_A \nabla \frac{\delta F(\phi_A)}{\delta \phi_A} \right) + \xi(r, t),
\]

where \( M_A \) represents the mass of monomer A (assumed to be equal to \( M_B \)), \( F(\phi_A) \) is a free energy functional representing the short- and long-range chemical energy of mixing between the monomer species, and \( \xi(r, t) \) is a normalized random noise term spatially averaging zero. Equation (1) ensures global conservation of \( \phi_A \).

Micro-phase separation is induced by the proper definition of \( F(\phi_A) \), which consists of both short- and long-range terms:

\[
F(\phi_A) = F_S(\phi_A) + F_L(\phi_A),
\]

where the short-range chemical mixing energy is defined by a simple polynomial expression...
combined with a gradient term:

$$F_S(\phi_A) = \int \left[ \psi \phi_A^2 (1 - \phi_A)^2 + \kappa |\nabla \phi_A|^2 \right] d\mathbf{r}, \quad (4.3)$$

where the first term represents a double-well curve that produces a miscibility gap by penalizing volume fractions between $\phi_A = 0$ and $\phi_A = 1$. A polynomial expression such as this is routinely substituted for a Flory-Huggins model [49], as it provides better numerical efficiency while still qualitatively describing an immiscible mixture. The second term penalizes gradients in $\phi_A$ that occur at A-B interfaces. The scaling parameters $\psi$ and $\kappa$ together influence the mixing energy, thus relating to the Flory-Huggins factor $\chi N$ as well as the diffuse width of the A-B interface. The long-range term penalizes domain growth due to the physical attachment of the A and B chains, and is defined by:

$$F_L(\phi_A) = \frac{\alpha}{2} \int d\mathbf{r} \int d\mathbf{r}' G(\mathbf{r} - \mathbf{r}') \phi_A(\mathbf{r}) \phi_A(\mathbf{r}') \quad (4.4)$$

where the Green function $G(\mathbf{r} - \mathbf{r}')$ satisfies $\nabla^2 G(\mathbf{r} - \mathbf{r}') = -\delta(\mathbf{r} - \mathbf{r}')$ and the coefficient $\alpha$ is proportional to $(N f(1 - f))^{-2}$ where $N$ is the total degree of polymerization and $f$ is the fraction of A monomers on the chain. For all simulations herein, we assign $f = 0.5$ corresponding to lamellae morphologies on the BCP phase diagram. While this form of the Green function was developed to describe bulk BCP systems, it has been shown that significant deviation is not introduced near solid walls [50].

It is known that the Flory-Huggins parameter $\chi$ exhibits an inverse dependence on temperature, which could be incorporated in the simulation model. However, because CZA experiments maintain temperatures well below $T_c$, variations in $\chi$ are relatively unimportant compared with the highly temperature-dependent polymer mobility, particularly as the system transitions from below to above the glass transition temperature [35]. Therefore, in our simulations, the directional annealing front is modeled by prescribing a spatially- and temporally-dependent species mobility, $M_A$. Shown in Fig. 4.1, we utilize a smooth
functional form:

\[ M_A = \frac{1}{2} \left[ 1 - \tanh \left( \frac{6(x_i - x_f)}{w_{zone}} \right) \right] \] (4.5)

where \( x_i \) is any x-position in the domain, \( w_{zone} \) is the width of the temperature transition zone, and \( x_f = t \cdot \Delta t \cdot v_{zone} - 0.5w_{zone} \) is the time-dependent x-position of the temperature transition zone (with \( t \), \( \Delta t \), and \( v_{zone} \) being the current time step, the time step size, and the zone velocity in the x-direction, respectively). The results presented below use a variety of values for \( v_{zone} \) and \( w_{zone} \). Isothermally annealed results are modeled with a constant mobility having a value of \( M_A = 1 \).

Figure 4.1: Simulations of zone annealing are performed with a spatiotemporal block copolymer mobility expressed in Eq. (5). As the thermal zone moves across the sample, the local mobility increases from values of zero to one.

We furthermore investigate how epitaxial templating and CZA together may synergistically enhance long-range order in block copolymer films. We introduce template stripes in the domains with a chemically favorable interaction with the B monomer. It should be noted that the preferential strength of chemical templating is key to the efficiency of chemoepitaxy. For this work, templating is enforced for a very narrow stripe, much smaller than the lamellar period, such that attraction of polymer B is guaranteed in templated areas. This is modeled with a simple alteration of the short-range free energy functional that transforms
a double-well curve into a single-well curve:

\[
F_S(\phi_A) = \psi [\phi_A^2 (1 - \phi_A)^2 + \eta \phi_A^2] + \kappa |\Delta \phi_A|^2
\]  

(4.6)

where \(\eta\) is a field variable that represents the locations of epitaxial alignment patterns (\(\eta = 1\) inside a stripe pattern and \(\eta = 0\) elsewhere).

We numerically solve Eq. (1) with a straightforward explicit finite difference scheme using a forward Euler time derivative and central difference approximations for spatial derivatives. The calculations utilized reduced units of length (\(\tilde{l}\)) and time (\(\tilde{t}\)). All simulations were conducted with two-dimensional grids with a uniform grid spacing of \(\Delta x = \Delta y = 1 \tilde{l}\). The time step size was kept fixed at \(\Delta t = 0.03 \tilde{t}\). The dimensions of the grids vary somewhat: for untemplated simulations a grid size of 2000 \(\times\) 1000 was used, whereas for simulations with epitaxial stripe spacings of \(L_T = 6 L_0\) and \(L_T = 7 L_0\) grids of 1980 \(\times\) 1020 and 2030 \(\times\) 980 were used, respectively. Here, \(L_0\) is the lamellar period length for the block copolymer measured to be \(L_0 = 10 \tilde{l}\) for energy parameters of \(\psi = 1\), \(\kappa = 1\), and \(\alpha = 0.1\). Periodic boundary conditions are used in the \(y\)-direction and no-flux boundary conditions are enforced in the \(x\)-direction. Furthermore, the walls on the \(x\)-direction boundaries are chemically neutral with regards to the A- and B-blocks of the copolymer. Multiple zone velocities and zone widths were simulated, and the data points for each condition represent averages of 10 simulations with error bars indicating the standard error of the mean. Simulations are initialized independently as homogeneous solutions. The simulations were executed with parallel computing to enable large grid sizes and the large parameter space explored. Due to the nature of 2-dimensional simulations, the simulations presented here are effectively portraying a mono-layer thin-film which precludes the inclusion of out-of-plane defects and treats chemical striping as a through thickness alignment field as opposed to a local alignment field at the lower surface of the polymer melt.

In order to analyze how the zone velocity affects the final orientation of the BCP mi-
crododains, we run each sample through a false color orientation algorithm that calculates the orientation of each sample between 0 and 180 degrees, which can be easily visualized as shown in Fig. 4.2. Orientation directions at grid points within the discretized system are calculated based on the gradient of $\phi_A$ at each point. The percent orientation of each sample to within $\pm 30$ degrees of parallel and $\pm 30$ degrees of perpendicular to the direction of the zone velocity (i.e. the $x$-direction) is then calculated.

Figure 4.2: False-color imaging is used to show local lamellae orientation. The image here is obtained from an isothermally annealed simulation.

4.4 Results

4.4.1 CZA Simulation Results

Characteristic results for zone velocities in the range of $v_{\text{zone}} = 0.01 - 2.0$ (with units of $\bar{l}/\bar{t}$ which will hereto forth be omitted) and a fixed zone width $w_{\text{zone}} = 80 \bar{l}$ are shown in Figs. 4.3 - 4.6 with the corresponding false color orientation fields. Orientation analysis of the simulation results shows behavior trends of the system as a function of zone velocity. Orientation percentages are plotted in Fig. 4.7 versus zone velocity, where velocity is plotted on a logarithmic scale. Considering the regions on the plot where one orientation (either
parallel or perpendicular) is above 97% alignment (see Supplemental Information – Section 1 for additional details), four distinct regions present themselves within the data. The mean orientation values are plotted and the standard error of the mean is represented by the shaded areas around each line.

Figure 4.3: Snapshots of horizontally aligned lamellae obtained with a zone velocity of \( v_{\text{zone}} = 0.0233 \) and a zone width of \( w_{\text{zone}} = 80 \text{ \( l \)} \) without templating. The inhomogeneous mobility field moves from left to right across the domain – this image corresponds to the end of the simulation when the zone has moved across the entire sample. This sample contains no topological defects.

Region I is found at low velocities (see Fig. 4.7). In this region, the lamellae microdomains show a strong tendency to orient themselves parallel to the direction of the zone velocity. Simulation results in this region show little to no defects with minimal variability in the resultant structures. This parallel alignment was observed in CZA experiments at low zone
Figure 4.4: Same as Fig. 3 with a higher zone velocity of $v_{\text{zone}} = 0.0645$. Extended defects similar to grain boundaries emerge and generally extend from left to right in the direction of the zone translation.

It is expected that further decreasing the zone velocity below the lower bound of our range will not produce noticeably different results. From a processing perspective, decreasing zone velocity is undesirable as it will increase annealing times. As zone velocity increases, we observe an interesting transition, whereby the BCP orientations shift from a parallel alignment to a perpendicular alignment with respect to the zone annealing direction. We designate this as Region II. In Region II, the transition appears to be steady on average, however with some variability as evidenced by the width of the error shading. With further increased zone velocity, the BCP alignment transitions to a nearly 100% perpendicular orientation, designated as Region III. For zone velocities in this region, it is only the far left
Figure 4.5: Same as Fig. 3 with a zone velocity of $v_{\text{zone}} = 0.2301$. A predominately perpendicular alignment has formed with the minor exception of the left boundary where the thermal zone enters the domain.

boundary of the computational domain, where the temperature zone first enters the domain, that exhibits some variation in alignment (see Fig. 5). However, in a very short distance, the BCP alignment becomes uniformly perpendicular as can be seen in the orientation plot of Fig. 5. With further increases in the zone velocity, the system exhibits decreased global alignment, as shown in Region IV, where the percent perpendicular and percent parallel alignment curves both approach 33%, which corresponds to their portion of the 180 degree range. In this region, the thermal front of the zone moves across the sample rapidly, and the results converge to those associated with isothermal annealing, and therefore the zone annealing process becomes ineffective as a directed self-assembly method.
Figure 4.6: Same as Fig. 3 with a zone velocity of $v_{zone} = 0.6366$. Although the system contains some preference for perpendicular alignment, a significant quantity of defects exists at this velocity.
Figure 4.7: The percent alignment of lamellae to within ±30 degrees of the directions parallel and perpendicular to the direction of zone velocity. The zone width is $w_{zone} = 80 \overline{l}$.

Four distinct regions emerge as a function of zone velocity: (I) parallel orientation, (II) transition from parallel to perpendicular orientation, (III) perpendicular orientation, and (IV) transition to unaligned orientations.

The surprising result in Fig. 4.7 is the range of velocities associated with Region III whereby a perpendicular alignment is strongly favored. This region was not directly reported in the CZA experiments of Berry et al. [32], although in personal correspondence Berry stated that some CZA experiments did result in a predominantly perpendicular alignment. On the other hand, the computational studies of Zhang et al. [30], Bosse et al. [35], and Cong et al. [47] all observed parallel as well as perpendicular alignment depending on the zone velocity. However, those studies only chose a limited number of velocities and a general trend was not obtained. The zone-casting experiments of Tang et al. [37] also revealed a tendency for either parallel or perpendicular lamella alignment depending on the casting temperature.
Interestingly, this phenomenon of phase alignment during directional phase separation is perhaps broader than BCP systems. In particular, theoretical [51] and experimental [52] studies show that binary polymer mixtures undergoing directional phase separation also exhibit phase alignment either parallel or perpendicular to direction of the moving thermal gradient. Furukawa [51] has proposed a convincing explanation stating that the concentration fluctuations in the early stage of phase separation may (or may not) be matched by the velocity of the thermal gradient that can lead to either parallel or perpendicular domains. It is remarkable that the patterns observed by Furukawa are so similar to the patterns observed here despite the fact that he simulated polymer-polymer phase separation (rather than BCP microphase separation) and he induced a moving quench boundary whereas we induce a moving mobility/annealing boundary.

It is necessary to consider how the zone width (and therefore the thermal gradient) plays a role in the alignment of the BCP system. For data shown in Fig. 4.7, a single zone width \( w_{\text{zone}} = 80 \lesssim 8L_0 \) was used. In comparison to experimental testing, this represents a very sharp, perhaps unrealistic, thermal gradient. Taking this into consideration, simulations were repeated using larger zone widths of \( w_{\text{zone}} = 160, 240, 500, \) and 1000 \( \sim \) in order to verify that the same trends appear with larger zone widths. Results for five simulations at each velocity are averaged and the transition velocities are compared in Fig. 4.8 (see Supplemental Information – Section 2 for additional details). For each of the zone widths explored, the same trend can be seen where increasing zone velocity induces a transition from parallel alignment to perpendicular alignment and then a transition to zero alignment. Increased zone width also necessitates longer simulation times as the simulations begin and end with the thermal zone entirely outside of the simulated sample. As seen in Fig. 4.8, as zone width increases, transition velocities decrease slightly; however, in all cases the system exhibited parallel orientations at low velocities, perpendicular orientations at intermediate velocities, and unaligned orientations for high velocities.
4.4.2 Templated CZA Simulation Results

In order to explore the possible synergy between CZA and chemical templating, we performed additional simulations that combine the effects of both techniques to determine the extent to which templating will allow increases in the zone velocity while maintaining a negligible quantity of defects. A range of zone velocities were tested in systems that contained either horizontally- or vertically-aligned straight-line templates with template spacing ranging between 5 - 7 lamellar periods (or 50 - 70 $\bar{l}$). Horizontal template stripes are parallel to the zone velocity, and their spacing is designated as $L_\parallel$, whereas vertical template spacing is designated as $L_\perp$. Data was collected by averaging five simulations at each of the twenty-five zone velocities tested. For simplicity, the domain size at each template spacing was adjusted.
to fit both horizontal and vertical template patterns (i.e., the grid size must be an integer multiple of the template spacing).

![Simulation results for CZA with horizontal templating with a template spacing of $L_\parallel = 7 L_\alpha$ at a zone velocity of $v_{zone} = 0.103$. At this velocity, the alignment is predominantly parallel with a few dislocation-type defects.](image)

For both horizontal and vertical templating patterns, we observed that the BCP morphology between adjacent template stripes was relatively unaffected by the morphology in the adjacent region. For domains with horizontal templating (i.e., parallel to the direction of the zone velocity), each of the regions of BCP orientation (i.e., Regions I, II, III, and IV) shift to higher velocities for each template spacing considered. In other words, faster velocities could be used to achieve the same percent alignment. Sample images of morphology from Regions I through III are shown respectively in Figs. 4.9 – 4.11 for a template spacing...
Figure 4.10: Same as Fig. 9 but with a zone velocity of $v_{\text{zone}} = 0.215$. At this velocity, the lamellae prefer a perpendicular orientation, which is restricted somewhat by the template pattern. A few bands of perpendicular lamellae develop between the template stripes.

of $L_\parallel = 7 L_0$. In Fig. 4.9, the zone velocity is $v_{\text{zone}} = 0.103$, which in the untemplated simulations corresponded with Region III, however here the alignment is predominately parallel, although with several dislocation-type defects. When $v_{\text{zone}}$ is increased to 0.215 (Fig. 4.10), the system enters a regime where the BCP formation strongly favors perpendicular alignment, but is frustrated by the parallel template pattern. We observe certain regions between template stripes forming perpendicular lamellae and others forming parallel lamellae. These horizontal ‘bands’ do not seem to be affected by neighboring ‘bands’. These results are similar to those shown experimentally by Berry et al. [53] where periodic templating aligned parallel to zone velocity via graphoepitaxy is used to affect orientation. A further increase in
Figure 4.11: Same as Fig. 9 but with a zone velocity of $v_{\text{zone}} = 0.310$. At this velocity, the lamellae strongly prefer a perpendicular orientation, and all regions between the horizontal template patterns develop perpendicular lamellae bounded by parallel lamellae.

velocity to $v_{\text{zone}} = 0.310$ (Fig. 4.11) results in all regions between template stripes forming perpendicular alignment, separated by parallel lamellae directly overlapping the template stripes. Figure 4.12 plots the percent alignment data versus zone velocity for various values of $L_\parallel$. Of note, there is an increase in the velocity associated with a transition from parallel to perpendicular alignment.

Due to the observation that untemplated zone annealing favors perpendicular alignment over parallel alignment at intermediate-to-high velocities, it seems plausible that perhaps a perpendicular template pattern may be best for enabling increased zone velocities. We executed the same set of simulations with a perpendicular template pattern, which starts at
Figure 4.12: The percent alignment to within ± 30 degrees of the direction parallel to the zone velocity for samples with parallel (horizontal) template stripes. The zone width is $w_{\text{zone}} = 80 \, \tilde{l}$. A shift in the transition velocity from Regions I to II is observed due to the presence of the template stripes. For comparison, the horizontal line shows average alignment of isothermally annealed samples with templating at $L_{\parallel} = 5L_0$ with annealing times equivalent to lowest velocity annealing times. Inset: template alignment (blue) is parallel to zone velocity (red).

the left boundary of the domain, where the temperature front enters the domain. As a result of this positioning, perpendicular orientation is strongly encouraged near the leading edge and the parallel orientations associated with Regions I and II do not emerge within the range of velocities tested (i.e., even with very low velocities, the alignment was perpendicular). Figure 4.13 shows the percent alignment for various values of perpendicular template spacing ($L_\perp = 5, 6, \text{ and } 7 \, L_0$). Region III appears to have its upper and lower limits extended to notably higher velocities, showing a larger range of velocities where perpendicular alignment occurs. The transition from Region III to Region IV occurs at the highest velocities for all cases.
Figure 4.13: The percent alignment to within ± 30 degrees of the direction perpendicular to the zone velocity for samples with perpendicular (vertical) template stripes. The zone width is $w_{\text{zone}} = 80 \tilde{l}$. Perpendicular template stripes provide the greatest shift in zone velocities for defect-free lamellae morphologies. For comparison, the horizontal line shows average alignment of isothermally annealed samples with templating at $L_{||} = 5L_0$ with annealing times equivalent to lowest velocity annealing times. Inset: template alignment (blue) is perpendicular to zone velocity (red).

tested here, with transition velocities exceeding $v_{\text{zone}} = 1.0$ which is several times higher than untemplated results. This therefore suggests that templating with periodic stripes oriented perpendicular to the direction of zone velocity is optimal for enhancing CZA alignment of BCP films. For comparison, figs. 4.12 and 4.13 show the average orientation for isothermally annealed samples with template spacing of $L_{||} = 5L_0$. Annealing times for these samples are equivalent to the annealing time of lowest velocity samples annealed using CZA. Longer isothermal annealing times are expected to yield better alignment. While it is outside the scope of this work, it should be noted that for large samples, isothermal annealing may yield
equivalent results with equivalent processing times as CZA times are dependent on the zone velocity and dimension of the sample in the direction of zone annealing.

4.5 Conclusions

Large-scale numerical simulations have been performed to improve our understanding of CZA as a directed self-assembly strategy for BCP thin films. The orientation of lamellae is found to be highly dependent on the zone velocity, with subsequent transitions from parallel to perpendicular to unaligned orientations with increasing velocity. The width of the temperature zone, associated with the thermal gradient of the zone, was also studied and found to only slightly shift the transition regions, however with no qualitative change in the observed morphologies. We do point out that even our largest zone width is likely an order of magnitude below those formed in CZA experiments.

The combination of CZA and chemo-epitaxy can extend the range of velocities at which long-range orientational order can be achieved, a result that has implications for the efficient processing of nanopatterned surfaces. Here, we investigated linear stripe template patterns and found that template stripes oriented perpendicular to the zone velocity resulted in the greatest benefit for improving orientational order. This template orientation takes advantage of the natural tendency of the BCP microdomains to orient perpendicular to the zone velocity at intermediate-to-high velocities. We note that the two-dimensional domains employed in our simulations allowed larger sample regions, however, they prohibited the possibility of out-of-plane microdomain alignment.
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Chapter 5
Paper 2: Directed Self-Assembly in Diblock Copolymer Thin Films for Uniform Hemisphere Pattern Formation
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5.1 Abstract

Directed self-assembly of block copolymers has shown to be an effective bottom-up approach to creating periodic nano-scale surface patterns. This work offers a computational study of sphere-forming polystyrene-block-poly(methyl methacrylate) (PS-b-PMMA) block copolymer thin-film behavior. A temperature dependent optimized phase-field model is implemented for simulations. Directed self-assembly using a combination of cold-zone annealing and chemoepitaxial templating is performed. It is shown that synergy between these methods can enhance long-range order within the evolving system during micro-phase separation and that templated patterns can propagate indefinitely into untemplated regions when the system undergoes low-velocity cold-zone annealing.

5.2 Introduction

The continuing demand for smaller feature sizes in surface patterns requires constant refinement of existing and emerging technologies. Block copolymers (BCP) remain heavily studied due to their potential applications for creating desirable nano-scale surface features [1–5]. Most commonly studied are linear di-block copolymers which will spontaneously micro-phase separate and form a number of distinct periodic morphologies depending on their chain architecture and applied thermodynamic conditions [6]. Applied as thin films, these regular morphologies can be used as a sacrificial templating layer in the photolithography process [7]. However, defects occur during phase separation and a directing method is required to enhance ordering and to create long-range regular patterns. Block copolymer lithography has enabled long-range patterning of feature sizes that have not been available to traditional
photolithography [8, 9] and offers a number of advantages and challenges compared to other nanoscale patterning approaches [10, 11]. As a bottom-up process, the micro-phase separation of BCPs drives the patterning process as opposed to top-down approaches which rely on the resolution of the lithographic tools [12]. While the range of stable morphologies is somewhat limited, the benefit of low-cost high-throughput processing over large areas is very appealing to industry needs [8]. A variety of directed self-assembly (DSA) techniques have been applied to enhance long-range order in BCP systems [8, 9]. One group of these methods involves the application of a moving thermal gradient to induce order during directional annealing.

Application of a thermal gradient has been studied for some time and has shown to be a practical method to induce order within a BCP film. The concept of a moving front inducing phase separation within a BCP system was numerically studied in 1-dimension by Liu and Goldenfeld [13] and in 2- and 3-dimensions by Paquette [14]. Similarly, Furukawa numerically studied directional quenching in 2-dimensions [15]. Together, these studies suggest that enhanced ordering can be attained by such a thermal treatment. Two-dimensional simulations with a shifting quench boundary by Zhang et al. [16] support the previous results and furthermore reveal that lamellae orientation is dependent on the quench boundary velocity. From these initial numerical works, Hashimoto et al. [17] developed a zone annealing experimental method that involved passing a BCP thin film through a series of temperature zones at a constant velocity. This process was designed to raise the temperature of the BCP from below the order-disorder temperature, $T_{OD}$, to above $T_{OD}$ and back below again in a sequential manner. In these experiments, the thermal gradient was on the order of $\nabla T \approx 30^\circ C/mm$. The phase separation process occurred along the cooling edge of the thermal zone, as the temperature dropped back below $T_{OD}$. Hashimoto et al. showed that $\nabla T$ affects the orientation and ordering of lamellae-forming BCPs during the ordering process which agrees with the previous numerical work. Berry et al. [18] modified this process to limit the hot-zone temperature to a value below $T_{OD}$, dubbing the method “cold-zone
annealing” (CZA) [19–21], and re-terming the process by Hashimoto et al. as “hot-zone annealing” (HZA). During the CZA process, a similar $\nabla T$ was applied as temperatures were raised from below the glass transition temperature, $T_g$, to a value above $T_g$ (but not above $T_{OD}$). Unlike with HZA, the phase separation process occurs at the heating edge of the thermal zone during CZA processing. Cold-zone annealing is also advantageous for some BCPs because it avoids potential material degradation that can occur at temperatures near or above $T_{OD}$. Computational modeling (including our previous work) of HZA and CZA has shown agreement with the close relationship between zone velocity and the orientation and ordering of BCP systems [22–26]. Majewski and Yager [27] increased $\nabla T$ with the implementation of laser zone annealing (LZA), which used a focused laser to produce sharp thermal gradients, $\nabla T \approx 3000^\circ C/mm$, which are significantly sharper than those used in HZA and CZA [28].

Other DSA methods which rely on thermal gradients include zone casting [29, 30] and directional solidification [31–34]. Tang et al. introduced a BCP zone casting [29, 30] method which shapes heated BCP thin-films through extrusion onto a substrate. Similar to HZA, zone casting occurred at a constant velocity and ordering was enhanced along a long narrow region as cooling occurred where $\nabla T \approx 30^\circ C/mm$. Directional solidification [31] has also proven beneficial as an alignment method by applying a lower thermal gradient, $\nabla T \approx 10^\circ C/cm$, to solidify a heated BPC in a confined crystallizable solvent. Unlike unidirectional solvent methods [32–34], the thermal gradient induced a directional crystallization of the solvent layer during which BCP micro-domains were aligned with the direction of solidification. Combining thermal gradient treatments with other DSA strategies has shown synergistic improvements in the degree of BCP long-range ordering. Singh et al. [35] showed that the combination of CZA and shear alignment, termed “CZA-soft shear” could increase the viable velocities available compared to CZA alone. Epitaxial templating [36–43] is a method where physical or chemical features placed on the substrate guide BCP evolution during micro-phase separation. Berry et al. [44] and Xue et al. [45] have shown that synergy
exists between zone annealing and templating methods.

The effectiveness of CZA to enhance ordering for cylinder-forming [18–21] and lamellae-forming [23–26] BCPs has been considered in a number of studies, however, application of CZA on sphere-forming BCPs remains largely overlooked in favor of cylinder- and lamellae-forming morphologies. By studying the behavior of these systems, new methods may be discovered to enhance the application of BCP lithography and extend the knowledge base as a whole. In our previous work [25], we have shown synergy between chemoepitaxial templating and CZA for generalized lamellar BCPs utilizing a 2-dimensional large-scale time-dependent Ginzburg-Landau model. In this paper, sphere-forming PS-b-PMMA BCP thin films are studied via a 3-dimensional optimized phase-field model. Chemoepitaxial templating and CZA are applied and it is shown that enhanced ordering can be achieved for sphere-forming PS-b-PMMA thin films through the combination of these processing methods. It is shown that film thickness, template spacing, zone velocity, and zone width all play a role in the ordering process and can affect the overall order and structure of the metastable final state of the system. It is also shown that epitaxial templating limited to one region of the system can initiate BCP ordering that can then be propagated into non-templated regions. For low-velocity CZA, order propagation can occur over relatively long distances.

5.3 Methods

The model implemented for this work considers an idealized AB diblock copolymer film where unequal volume fractions, \( \phi \), of the A and B monomers may be implemented (i.e. \( \phi_A \neq \phi_B \)). An Optimized Phase-Field (OPF) model, developed by Liu et al. [46] is implemented. This model converges commonly used phase-field [47–50] and self-consistent field theory [23, 51, 52] (SCFT) models. The OPF model uses a free energy functional obtained via a strategic mapping of the Ohta-Kawasaki [47] model with a more accurate, and computationally more expensive, SCFT model [53]. The OPF model is computationally less expensive than SCFT, but predicts similar morphologies and defect energetics. The OPF model has also been shown to not suffer nonphysical behavior near confining walls that other models have experienced.
Our simulations are developed to mimic experiments in which a BCP thin film is spin-coated as a disordered layer between two parallel surfaces that confine the film. The system is assumed to be devoid of solvent and incompressible and, therefore, obeys the condition \( \phi_A + \phi_B = 1 \). Accordingly, we consider only one independent volume fraction, e.g. \( \phi_A \). The computational method represents non-isothermal conditions by calculating a local, temperature-dependent Flory-Huggins interaction parameter, \( \chi \):

\[
\chi(T_i) = \beta + \frac{\alpha}{T_i}
\]

(5.1)

where \( \alpha \) and \( \beta \) are material properties which represent entropic and enthalpic contributions to \( \chi \) respectively, and \( T_i \) is a local temperature. Kinetic evolution is captured by spatially and temporally updating \( \phi_A \) using a Cahn-Hilliard-Cook equation:

\[
\frac{\partial \phi_A}{\partial t} = \nabla \cdot \left( M_A \nabla \frac{\delta F(\phi_A)}{\delta \phi_A} \right) + \xi(r,t),
\]

(5.2)

where the mobility of monomer A is represented by \( M_A \) and is assumed to be equal to \( M_B \) (a reasonable assumption for materials such as PS-b-PMMA), \( F(\phi_A) \) represents the free energy functional which describes the chemical energy of mixing between monomer species, and \( \xi(r,t) \) approximates normalized random noise which is spatially averaged to zero with a range of \( \xi = \pm 0.001 \) at each time step. Global conservation of \( \phi_A \) is ensured by Eq. (5.2).

The free energy functional, \( F(\phi_A) \), consists of both short- and long-range terms:

\[
F(\phi_A) = F_S(\phi_A) + F_L(\phi_A),
\]

(5.3)

where a polynomial expression combined with a gradient term describes the short-range
chemical mixing energy:

\[
F_S(\phi_A) = \int [c_2(\delta \phi_A)^2 + c_3(\delta \phi_A)^3 + c_4(\delta \phi_A)^4 + c_5|\nabla \phi_A|^2] dr
\]  

(5.4)

where \(\delta \phi_A = \phi_A - 0.5\). The first three terms represent a double-well potential curve that produces a miscibility gap within the range of \(\phi_A = 0\) and \(\phi_A = 1\). The fourth term penalizes gradients in \(\phi_A\) that occur at A-B interfaces. The OPF model coefficients \(c_2, c_3, c_4,\) and \(c_5\) influence the mixing energy, thus relating \(\chi\) and the degree of polymerization, \(N\), with the diffuse width of the A-B interface. The long-range term in the free energy functional penalizes domain growth and reflects limitations due to the physical attachment of the A and B chains, and is defined by:

\[
F_L(\phi_A) = c_6 \int dr \int dr' G(r - r') \phi_A(r) \phi_A(r')
\]  

(5.5)

where the Green function \(G(r - r')\) satisfies \(\nabla^2 G(r - r') = -\delta(r - r')\). While developed to describe bulk BCP systems, this version of the Green function does not show significant deviation near solid boundaries [55]. Coefficients \(c_2 - c_6\) are defined in detail by Liu et al. [46] and they depend on the parameters \(\chi N\) and \(f\) (the fraction of A monomers on the BCP chain).

For CZA simulations, the directional annealing front is modeled by implementing a spatiotemporal local temperature, \(T_i\), which transitions from \(T_{min}\) to \(T_{max}\) with a smooth transition numerically expressed as:

\[
T_i = T_{min} + \frac{1}{2} \left[ 1 - \tanh \left( \frac{6(x_i - x_f)}{w_{zone}} \right) \right] \cdot (\Delta T)
\]  

(5.6)

where \(x_i\) is the local x-position within the domain, \(w_{zone}\) describes the temperature transition zone width, \(\Delta T = T_{max} - T_{min}\), and \(x_f\) represents the location of the center of the annealing
front tracked by

\[ x_f = N_{\text{steps}} \cdot \Delta t \cdot v_{\text{zone}} - \frac{1}{2} w_{\text{zone}} \]  \hfill (5.7)

with \( N_{\text{steps}} \) representing the current simulation step number and \( v_{\text{zone}} \) representing the velocity of the moving thermal zone in the x-direction. It is worth noting that thermal diffusion is negligible at this scale and temperature is treated as only a function of the x-direction. As temperature transitions from below to above \( T_g \) of the BCP, local mobility, \( M_A \), is modeled by the diffusion rate which scales linearly with temperature for a polymer melt by the Stokes-Einstein relation where \( D \propto T \) \[56, 57\]. Because diffusive activity does not occur below \( T_g \), it is only necessary to simulate temperatures at or above \( T_g \), therefore \( T_{\text{min}} \approx T_g \) is applied so that \( M_A = 0 \) when \( T_i = T_{\text{min}} \) and \( M_A = 1 \) when \( T_i = T_{\text{max}} \) modeled by:

\[ M_A = \frac{1}{2} \left[ 1 - tanh \left( \frac{6(x_i - x_f)}{w_{\text{zone}}} \right) \right]. \]  \hfill (5.8)

In some results below, we simulate isothermal annealing in which case a constant mobility is used having a value of \( M_A = 1 \) at a constant temperature \( T = T_{\text{max}} \).

In BCP morphologies, domain spacing \( L_0 \) is determined by \( \chi N \) and \( f \). For sphere-forming BCPs, \( L_0 \) represents the separation distance between the centers of nearest-neighbor spheres. In our model, due to the confinement between the two parallel surfaces, the emerging morphology is a two-layer array of hemispheres in contact with the top and bottom surfaces, as shown in Fig. 1. To simulate chemoepitaxial templating, a periodic dot template is introduced on the lower substrate below the simulation domain. Circular templated areas are designated where the template diameter is smaller than the BCP spherical domain diameter which attracts the minority monomer species (in our case, \( A \)). Figure 5.1 shows a cross-sectional diagram of the BCP film with accompanying surfaces. In some of our simulations, slight discrepancies between the template spacing, \( L_s \), and \( L_0 \) occur due to the fact that the lateral x- and y-dimensions are periodic. Gadelrab et al. \[58\] have shown that BCP systems are tolerant to variations below \( |L_s - L_0| < 0.1L_0 \), which is true in the simulations presented
Simulations are executed by numerically solving Eq. (5.2) using standard explicit
finite-difference approximations, with reduced units for time (\(\hat{t}\)) and length (\(\hat{l}\)). The domain is
discretized with three-dimensional grids with uniform grid spacing of \(\Delta x = \Delta y = \Delta z = 1 \hat{l}\).
The time step size is fixed at \(\Delta t = 0.00002 \hat{t}\). Simulations are initialized with a spatially-
averaged polymer concentration \(\bar{\phi}_A = 0.32\) with variability of \(\pm 0.05\). For PS-b-PMMA,
\(T_g \approx 378\)K. In CZA experiments, temperature ranges of \(313\)K \(\leq T \leq 473\)K have been used
[18]. In this work, the experimental upper temperature is repeated while lower temperature
is just below \(T_g\), i.e. temperatures for CZA simulations range between \(T_{min} = 373\)K and
\(T_{max} = 473\)K as shown in Fig. 5.2. The translating thermal zone enters from the left
side and transitions across the simulation domain until exiting, after which \(M_A = 1\) and
\(T = T_{max}\) throughout and isothermal annealing occurs. The BCP is simulated with a degree
of polymerization \(N = 385\) and a Flory-Huggins parameter of \(\chi = 0.036\) at \(T = T_{max}\),
consistent with sphere forming PS-b-PMMA where \(\alpha = 3.9\) and \(\beta = 0.028\) in Eq. (5.1) [59].
The average domain spacing for un-templated simulations is measured at \(L_0 = 15.18 \hat{l}\) and
a minimum template spacing of \(L_s = 15 \hat{l}\) is applied and tested with results shown below.
In the x-direction, periodic boundary conditions are applied for isothermal simulations, and
a no-flux boundary is applied for CZA simulations. Periodic boundary conditions are used
in the y-direction and a no-flux boundary conditions are enforced in the z-direction. No-flux boundaries are treated as chemically neutral surfaces with regards to the A- and B-blocks of the copolymer except where templating is applied. Except where noted, \( w_{\text{zone}} = 50 \, \bar{l} \).

Figure 5.2: CZA simulations apply a spatiotemporal temperature expressed in Eq. (5.6). Shown, \( v_{\text{zone}} = 10 \, \bar{l}/\bar{t} \) and \( w_{\text{zone}} = 50 \, \bar{l} \). Simulations are initialized with the thermal transition zone outside of the simulation domain. As time progresses, the thermal zone moves throughout the sample at a prescribed velocity.

For films where the film thickness is smaller than the domain spacing, small variations in thickness have a large impact on the stable morphologies. Figure 5.3 shows simulations of varying thickness which are isothermally annealed at \( T = 473 \, \text{K} \). As shown, the morphology is dependent on the film thickness. Films that are too thin such as Fig. 5.3(a) develop cylinder-shaped defects which align vertically and contact both surfaces, while films that are too thick such as Fig. 5.3(c,d) exhibit spheres formed between the surfaces. A film thickness of \( z = 11 \, \bar{l} \) (Fig. 5.3(b)) is selected for this study and is used throughout. The selected thickness allows for bi-layer hemisphere formation along the upper and lower surfaces where each layer directly impacts the evolution of the other. Thicker films where mid-plane sphere formation occurs prevents this and adversely affects the effectiveness of chemical templating. Also of note, due to thickness restrictions, hemispheres in this range of film thickness have a tendency to self-assemble into a square-array pattern rather than a hexagonal-array pattern that are found in thicker film or bulk systems. Similar results were also shown by Serral et al [55]. As shown in Fig. 5.4, orientation analysis of the BCP films was performed using Delaunay triangulation and a cell orientation algorithm on the top-surface of the domain.

For analysis purposes, data from only the upper surface of the simulation is considered.
Concentration is normalized to values between $\phi_A = 0$ and $\phi_A = 1$. Data below a set threshold are removed, for this work, threshold was set to $\phi_{A_{\text{min}}} = 0.85$ which reveals concentration clusters near the center of each upper hemisphere. Each cluster is analyzed to identify the local maxima which are recorded as grid points. To ensure that multiple clusters are not grouped together, the local maxima search is limited to a diameter equal to the BCP separation distance $L_0$. Delaunay triangulation [58, 60] is performed on the set of points to determine nearest neighbors. Finally, each set of delaunay neighbors are treated as a unit cell and the largest distance across the cell is calculated. This distance vector is compared to the direction of zone velocity and the angle between is calculated and assigned as $\theta$ to the node at the center of each cell where $\theta$ has values between $\theta = +90^\circ$ and $\theta = -90^\circ$. For visualization purposes, orientation is interpolated across the simulation space to create an orientation map using periodic bounds for $\theta$.

![Figure 5.3: Comparison of thin-film morphologies with varying film thickness. Isothermal annealing is simulated at $T = 473K$ for a duration of $70 \tilde{t}$. Simulation size $128 \tilde{l} \times 128 \tilde{l}$ with varying thicknesses: a) At $z = 9 \tilde{l}$, vertical defects contact both surfaces. b) At $z = 11 \tilde{l}$, hemispheres form on upper and lower surfaces with no through-thickness defects. c) At $z = 13 \tilde{l}$, irregular sphere defects form between the upper and lower surfaces. d) At $z = 15 \tilde{l}$, a regular layer of spheres form midway between the upper and lower surfaces.](image)
Figure 5.4: The orientation analysis method used to determine ordering within the BCP system. a) Only the upper (un-templated) surface of each simulation is analyzed for ordering. b) Local maxima are located and Delaunay triangulation is used to calculate nearest neighbors which determine the cell surrounding each maxima. Two representative cells are highlighted (green). c) Orientation of each cell is calculated and assigned. False color images are created by interpolating between orientations of the maxima.

5.4 Results

Large scale thin-film simulations, shown in Fig. 5.5, illustrate the phase separation process in an isothermally annealed BCP. The initial phase separation process involves a nucleation and growth mechanism, visible in Fig. 5.5(a), which is dependent on the randomly initialized concentration of $\phi_A$ and the random thermal noise, $\xi(r,t)$. This initial phase separation leads to rapid development of short range order with grain boundaries and defects, Fig. 5.5(b,c). Over prohibitively long times, these defects can be removed with isothermal annealing. By applying chemoepitaxial templating, CZA, or a combination of both methods, long-range order may be induced much faster and with greater uniformity.

To determine an appropriate templating scheme, templating is applied in both square and rectangular patterns where spacing in the x- and y-directions are unequal, i.e. $L_{sx} \neq L_{sy}$. Shown in Fig. 5.6, the strong chemical preference induces rapid phase separation in templated areas on the substrate. Templated areas reinforce the desired architecture as the surrounding BCP thin-film undergoes spontaneous phase separation. Each templating scheme has a direct impact on the final morphology of the simulation and can affect the presence of grain defects in the system. For tested templating schemes defect-free ordering is observed in as little as $4.2 \hat{t}$ for some schemes while others did not produce defect-free results within reasonably long simulation times. In Fig. 5.6(a), the template spacing is equal to the natural sphere-sphere spacing $L_0$ which leads to a perfectly-ordered morphology. Various
Figure 5.5: Time evolution of a simulated sphere-forming BCP thin film with untemplated isothermal annealing. Simulation size is $300 \, \tilde{l} \times 300 \, \tilde{l} \times 11 \, \tilde{l}$. Isothermal annealing is simulated at $T = 473 K$. Simulation space is initialized with $\phi_A = 0.32 \pm 0.05$. a) At $t = 2.10 \, \tilde{t}$, unique phases appear as spontaneous phase separation occurs. b) $t = 3.50 \, \tilde{t}$. c) $t = 17.5 \, \tilde{t}$. d) At $t = 70.0 \, \tilde{t}$, the presence of defined grains with grain boundaries and defects can be observed.

Other template patterns with greater spacing in the x- and/or y-direction were tested, as shown in Fig. 5.6(b-f). In general, we observe that for good ordering to occur, the template spacing in at least one direction must be less than $2L_0$. Thus, as a DSA approach, templating alone would require a large number density of templating features to eliminate defects and control ordering.

We now investigate the effectiveness of CZA on BCP ordering in the absence of templating. Simulations implementing CZA are initialized with the moving thermal zone outside of the simulation domain such that the initial mobility is negligible throughout the simulation, i.e. $M_A \approx 0$ throughout. The moving thermal zone enters from the left side and transitions in the x-direction until exiting the simulation and isothermal annealing continues. Simulations implementing CZA using $v_{zone} = 10.0 \, \tilde{t}/\tilde{t}$ are shown in Fig. 5.7. We observe an overall improvement in long-range order compared with the isothermally annealed results.
Figure 5.6: Time evolution of a simulated sphere-forming BCP thin-film with chemoepitaxial templating. Simulation sizes are: (a-c) 300 \( \tilde{l} \times 300 \tilde{l} \) and (d-f) 288 \( \tilde{l} \times 288 \tilde{l} \) with film thickness of 11 \( \tilde{l} \). Templating occurs below the lower surface of the simulation with a template spacing of: a) \( L_{sx} = 15 \tilde{l} \), \( L_{sy} = 15 \tilde{l} \) b) \( L_{sx} = 15 \tilde{l} \), \( L_{sy} = 30 \tilde{l} \) c) \( L_{sx} = 30 \tilde{l} \), \( L_{sy} = 30 \tilde{l} \) d) \( L_{sx} = 24 \tilde{l} \), \( L_{sy} = 18 \tilde{l} \) e) \( L_{sx} = 24 \tilde{l} \), \( L_{sy} = 36 \tilde{l} \) f) \( L_{sx} = 24 \tilde{l} \), \( L_{sy} = 72 \tilde{l} \). Templating diameter is 4 \( \tilde{l} \).

At \( t = 0.07 \tilde{t} \), templated regions are apparent as phase separation is induced. At \( t = 4.2 \tilde{t} \): some template schemes (a and d) enforce rapid phase separation with perfect order while others show defect-laden or under-developed regions. At \( t = 70.0 \tilde{t} \): stable equilibrium shows defect-free morphologies (a,d-f) while defects (b) and grain boundaries (c) can be seen in simulations where template spacing is too large.

(Fig. 5.5(d)) with an equivalent runtime of 70.0 \( \tilde{t} \). However, some defects still remain in the system. Based on our observation, these defects typically develop at the left-hand side
of the domain where the thermal zone enters. As phase separation begins in this region, it does not occur uniformly. This can be seen in Fig. 5.7(a). Any non-uniformities that exist on this leading edge of the domain ultimately lead to some defect features further along the x-direction. This behavior has been observed for velocities as low as $1.0 \, \tilde{v}/\tilde{t}$ and is attributed to the non-uniform phase separation at the leading edge and not a result of the zone velocity.

Figure 5.7: Time evolution of a simulated sphere-forming BCP thin-film with CZA. Simulation size is $300 \, \tilde{l} \times 300 \, \tilde{l} \times 11 \, \tilde{l}$, $v_{\text{zone}} = 10 \, \tilde{v}/\tilde{t}$, $w_{\text{zone}} = 50 \, \tilde{l}$. a) At $t = 7.0 \, \tilde{t}$, phase separation begins as the thermal zone moves into the simulation space. b) At $t = 17.5 \, \tilde{t}$, phase separation occurs rapidly within a narrow region as the thermal zone moves through the simulation. c) At $t = 35.0 \, \tilde{t}$, isothermal annealing occurs after the thermal zone has passed out of the simulation space. d) At $t = 70.0 \, \tilde{t}$, some defects are relaxed during isothermal annealing.

Simulations combining both chemoepitaxial templating and CZA show significant improvement in the overall ordering of the system. Figure 5.6 shows that full-domain templating can quickly achieve perfect ordering of the BCP system. To test the enhancement of CZA by application of chemoepitaxial templating, only a minimal amount of templating is desired. Our previous work has shown that for lamellae-forming BCP, line templating perpendicular to the direction of CZA can optimally extend order within the system [25]. Based on our observation above that defects arise due to non-uniformities on the leading edge of
the simulation where the thermal zone enters, we strategically place only a minimal amount of templating at this location to test how far templating can extend order into un-templated regions during CZA. A double-column arrangement of templating patches are placed on the left-hand side of the domain to enforce the intended morphological orientation (a single-column arrangement of patches was not found to be as effective). Shown in Fig. 5.8(a), templated regions are placed in two regular columns with spacing in the x- and y-directions of $L_{sx} = 24 \tilde{l}$ and $L_{sy} = 18 \tilde{l}$ respectively. Under isothermal, full-domain template conditions this scheme offers rapid phase separation into a highly ordered morphology (shown in Fig. 5.6(d)). Applied as a narrow column along the edge of the simulations where the translating thermal zone enters, this templating scheme similarly produces rapid initial ordering of the system.

As the moving thermal zone transverses the simulation domain, previously evolved hemispheres act as a template for developing regions within the thermal zone. At low velocities, this regular pattern can propagate throughout the entire un-templated region of the simulation domain. At higher velocities, order does not establish rapidly enough causing a higher rate of defect formation. Once a defect has been established, the pattern propagation quickly breaks down and subsequent development within the system is disordered. After analysis, the orientation of each cell is compared with a vector in the y-direction, representative of perfect alignment. Cells with orientation to within a tolerance of $\pm 15^\circ$ are considered to be well ordered, others are flagged as a defect location. Results from a series of simulations have been analyzed to compare the zone velocity and the defect-free CZA distance, which is the distance measured between the initial templating and the inception of defects within the system. Results are shown in Fig. 5.9. Simulations with different x- and y-dimensions are shown. As $v_{zone}$ decreases, the defect-free CZA distance increases rapidly, therefore simulations of increasing length are necessary. Results where the defect-free CZA distance is equal
Figure 5.8: Time evolution of simulated BCP thin films with templating applied near the y-axis where the CZA thermal zone enters the simulation domain. Three velocities are compared; $v_{\text{zone}} = 13.888 \frac{l}{t}$, $v_{\text{zone}} = 15.838 \frac{l}{t}$, and $v_{\text{zone}} = 18.062 \frac{l}{t}$. Simulation size is $480 \times 480 \times 11 \, l$. Templating is applied only as two columns with $L_{sx} = 24 \, l$ and $L_{sy} = 18 \, l$.

a) At $t = 1.76 \, l$, the templated region induces rapid micro-phase separation as the thermal zone enters the simulation space.
b) At $t = 7.2 \, l$, the ordered area behind the thermal zone acts as a template for phase-separating region.
c) At $t = 22.4 \, l$, the self-templating behavior propagates throughout the entire system until defects appear.
d-e) At $t = 40 \, l$, defects within the system halt the self-templating behavior.
e) Orientation mapping is used to visualize the defect-free CZA distance.

to the simulation width are omitted. Resultant data is fit to the asymptotic function

$$f(v_{\text{zone}}) = \frac{a \cdot v_{\text{zone}} + b}{v_{\text{zone}} + c}$$

(5.9)
in Fig. 5.9 which shows that the defect-free CZA distance approaches infinity as decreasing velocity approaches \( v_{\text{zone}} \approx 13.4 \frac{l}{\bar{l}} \). Previous CZA studies have shown that there is a correlation between zone velocity and the orientation and ordering of BCP systems [16–18, 22–26]. Here, the orientation is predetermined by the initial templating scheme that is applied. Similar to lamellae-forming BCP studies, a strong correlation exists between CZA zone velocity and long-range ordering, measured by the defect-free CZA distance. In comparison with the un-templated CZA results shown in Fig. 5.7 where \( v_{\text{zone}} = 10 \frac{l}{\bar{l}} \) is applied, perfect order can be achieved for the shown domain size at \( v_{\text{zone}} \approx 15 \frac{l}{\bar{l}} \) when minimal templating is applied.

Comparison between these results and our previous work [25] with lamella-forming BCPs show that in general, BCP self assembly can be directed via CZA and that process can be enhanced via epitaxial templating. Both systems are highly sensitive to changes in zone velocity and template spacing. Unlike with lamella-forming BCPs, there does not appear to be a shift in orientation with increasing zone velocity that have been noted by others [16, 18, 25]. There also appears to be a preferential elongation of template spacing that occurs in sphere-forming BCPs which tend to evolve into short-range square arrayed patterns under isothermal annealing [55].

For all results presented above, a zone width of \( w_{\text{zone}} = 50 \bar{l} \) is applied. The zone width directly corresponds to the temperature gradient, or rate of temperature increase per unit distance, which can vary greatly between experimental setups and type of DSA method used. Temperature gradients common to CZA are on the order of \( 10 - 70 \circ C/mm \) while laser zone annealing can reach maximum temperature gradients of \( 4000 \circ C/mm \) [27]. It is therefore important to compare how the defect-free CZA distance will change with increasing \( w_{\text{zone}} \) values. Figure 5.10 shows comparative results for zone widths of 50 \( \bar{l} \), 100 \( \bar{l} \), 150 \( \bar{l} \), and 500 \( \bar{l} \). As the thermal zone width increases, micro-phase separation occurs over a wider region within the thermal gradient zone. We see that increasing \( w_{\text{zone}} \) results in a decreasing defect-free CZA distance. The asymptotic velocity values are \( v_{\text{zone}} = 11.84 \frac{l}{\bar{l}}, 11.55 \frac{l}{\bar{l}}, \)
Figure 5.9: The defect-free CZA distance versus the CZA zone velocity for simulations such as the ones shown in Fig. 5.8. As indicated, three different domain sizes were utilized to collect data whereby the larger size was needed for smaller $v_{\text{zone}}$. Results where the defect-free CZA distance is equal to the simulation width (i.e., perfect order within the domain) are omitted. Representative false-color orientation maps are inset to show comparative sizes of simulations at varying values of defect-free CZA distances. Data is fit to the function $f(v_{\text{zone}}) = (a \cdot v_{\text{zone}} + b)/(v_{\text{zone}} + c)$ resulting in $a = 44.25$, $b = -180.4$, and $c = -13.37$ with a coefficient of determination $R^2 = 0.9978$.

and $7.836 \tilde{l}/\tilde{t}$ respectively for $w_{\text{zone}} = 100 \tilde{l}$, $150 \tilde{l}$, and $500 \tilde{l}$.

Figure 5.10: Comparison of defect-free CZA distance for varying zone widths. Data for each zone width is fit to Eqn. (5.9) and results are shown. As zone width increases, the asymptotic CZA velocity decreases. Resultant constants for each fit: For $w_{\text{zone}} = 100$; $a_{100} = 37.94$, $b_{100} = 162.2$, $c_{100} = -11.84$, $R^2_{100} = 0.9751$. For $w_{\text{zone}} = 150$; $a_{150} = 31.09$, $b_{150} = 376.3$, $c_{150} = -11.55$, $R^2_{150} = 0.9587$. For $w_{\text{zone}} = 500$; $a_{500} = 47.13$, $b_{500} = 498.2$, $c_{500} = -7.836$, $R^2_{500} = 0.9684$. 
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5.5 Conclusions

In conclusion, we have implemented a temperature-dependent optimized phase-field model which has been tailored to simulate PS-b-PMMA block copolymers. The behaviors of sphere-forming PS-b-PMMA have been explored and we have found synergy between cold-zone annealing and chemoepitaxial templating such that the propagation of surface patterns, initially formed via minimal templating, is possible with the application of low-velocity cold-zone annealing. This propagation is possible over long distances. Applicable zone velocities to this method are dependent on the temperature gradient that is implemented.
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Chapter 6
Conclusion

The objective of this dissertation is to numerically study and predict the behaviors of linear diblock copolymer systems using large scale numerical modeling and to enhance the scientific knowledge within the field. Multiple phase field methods have been used to simulate these systems. Directed self-assembly techniques implemented within the simulations predicted the enhanced behavior of these copolymer systems under various conditions. Post-processing analysis algorithms have been developed and applied to simulation results in order to quantify defect density and long range ordering within processed results. Orientation analysis of the evolved BCP structure is used as a metric to present these results qualitatively. The specific research objectives of this dissertation have been met and are presented in this work.

6.1 Conclusions

For generic block co-polymers that spontaneously phase-separate to form lamellar structures, the presented simulations in Chapter 4 agree with published works in showing that cold-zone annealing can enhance the long-range ordering of the structure by inducing linear orientation to the self-assembled formation. Also shown is that the direction of orientation corresponds with the velocity that cold-zone annealing is performed at, further agreeing with published experimental works. For very low velocities, the preferential orientation of the lamellar structures are perpendicular to the direction of zone velocity. As velocity is systematically increases, there is a narrow range of velocities where the preferential orientation shifts to being parallel to the direction of zone velocity. Above this range of velocities, orientation becomes disordered. Predisposing the preferential phase-separation at the lower substrate via the application of epitaxial templating to this process can further enhance the orientation and allow for a higher range of velocities where ideal lamellar formation occurs. For template spacing as small as five lamellar distances, the preferential alignment can be
strong enough that grain boundaries evolve such that templated and untemplated grains orient perpendicular to one another.

A material specific study of sphere forming PS-b-PMMA diblock copolymer in Chapter 5 has been completed. This study shows the behavior of sphere-forming thin-film PS-b-PMMA with the application of chemoepitaxial templating. It was shown that the rate at which highly-ordered structures form is dependent on the density of templated points and the architecture of those points on a 2-D surface. With the application of cold-zone annealing under the prescribed conditions, it has been shown that the initial order established in a narrow, templated region can self-propagate through untemplated regions as the moving thermal gradient sweeps across the film at a constant velocity. The relative distance of self-propagation appears to be inversely proportional to the velocity of the thermal zone.

6.2 Novel Contributions and Future Work

The numerical modeling of diblock copolymers presented in this dissertation have shown results which have yet to be tested experimentally. Experimental verification of the results presented in Chapter 5 could help establish the basis for a new method of creating long-range regular surface patterns. As of the time of publishing, there has been no experiment work on the application of Cold-Zone Annealing with Sphere forming diblock copolymers.

The Optimized Phase Field method used in Chapter 5 has proven to be an excellent tool for modeling block copolymers, however, there are some drawbacks where the model could be improved. Because the model is able to calculate $\chi$ based on material specific properties, it may be possible and relevant to incorporate other material properties such as molecular weight and thermal expansion into the model as well.

Areas for additional future research include identifying more viable templating patterns, inclusion of additional directed self-assembly techniques, application of the developed OPF model on additional specific materials, studies of cylinder and lamella forming block copolymer systems, and application of non-linear zone annealing. These are just a scratch on the surface of possible promising research directions which could be built on top of the established
computational model.
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Region Assessment

The transitions between regions are determined by considering the velocities where mean data crosses a horizontal line drawn at 97% orientation via linear interpolation between data points. In transitions from Region I to Region II and Region III to Region IV where the mean orientation transitions from above to below the threshold, the earliest transitions are selected to determine region boundaries where multiple transitions occur as a result of fluctuations in the data. In transitions from Region II to Region III, the last transition is selected. This method of determining boundaries minimizes the areas of Regions I and III and ensures that they only contain velocities where the mean is above the required threshold. Figure S1 depicts the transition velocities for data collected using a zone width of 160 $\tilde{l}$ where both instances described above occur. Shaded areas on Fig. 1 represent the standard error of the mean for the corresponding orientation data.

Transition Velocity as a Function of Zone Width

Figures 2 and 3 show parallel and perpendicular orientation data, respectively, for each zone width considered in this work, for the untemplated simulations. The alignment threshold (97% alignment) is marked with a horizontal dashed line. Vertical dashed lines corresponding to the same color of the data depict calculated transition velocities. In Fig. 2, arrows depict the area corresponding to Region I (note that for $w_{zone} = 1000 \tilde{l}$, Region I does not present for the range of velocities simulated). In Fig. 3, double-headed arrows indicate the range of velocities associated with Region III. Each of these calculated boundary values are shown in Fig. 8 of the article.
Figure 1: Orientation data for \( w_{zone} = 160 \bar{l} \) with untemplated domains. The threshold alignment and transition velocities are marked with dashed lines.

Figure 2: Parallel orientation data for tested values of \( w_{zone} \). Dashed lines depict threshold alignment (grey) and transition velocities (colors correspond to \( w_{zone} \) data). Region I is depicted with arrows.
Figure 3: Perpendicular orientation data for tested values of \( w_{\text{zone}} \). Dashed lines depict threshold alignment (grey) and transition velocities (colors correspond to \( w_{\text{zone}} \) data). Region III is depicted with double-headed arrows.