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Abstract

Thermoelectric materials have potential properties for utilizing waste heat. The computations are used to estimate the electronic structure of CoRhYSi (Y = Cr, Mn) Quaternary Heusler alloys, as well as their elastic and magnetic characteristics. The full-potential linearized augmented plane wave is used in the calculations. The exchange-correlations are addressed using Perdew–Burke and Ernzerhof's generalized gradient approximation (GGA-PBE). With the exception of CoRhCrSi and CoRhMnSi, which are simple ferromagnets that are approximately half metallic in nature, electronic structure calculations demonstrate that these compounds have a gap in the minority states band and are obviously half-metallic ferromagnets. The magnetic moments of the CoRhCrSi and CoRhMnSi compounds match relatively well with the Slater-Pauling rule, indicating half metallicity and high spin polarization for these compounds. The semi-classical Boltzmann theory was used to compute the Seebeck coefficient (S), electrical conductivity (σ), and electronic thermal conductivity (k_e) of CoRhYSi (Y = Cr, Mn) alloys, whereas Slack's equation was used to get the lattice thermal conductivity (k_L).
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Chapter 1: Introduction and Overview

The increasing demands for fossil fuels due the vast leap in technology has urged the search for other alternative sources of energy. In addition, the intensive use of fossil fuels for most of public transport and industrial production created other problems such as pollution and global climate change. Regarding the energy consumption, the waste heat is one of the problems, where 75% of energy consumption is in the form of thermal energy, and the mechanical power utilizes only 25% of the energy[1], [2]. Therefore, scientists have been searching for other alternative resources that have a sustainability and can use this waste of heat. One of these resources is the thermoelectric generators, which are renewable and environmentally friendly source of energy that can transform waste heat to electricity [3].

The thermoelectric devices are composed of p- and n-type of semiconductors that are connected electrically in series and thermally in parallel. On one hand, they can operate as thermal generators of voltage as a result of temperature gradient between the two sides of the thermoelectric modules in a phenomenon known as the Seebeck effect [4] (Figure 1a). On the other hand, they can be used in refrigeration, where the heat transfers from one side to the other side of the module by applying an electric current in a phenomenon known as Peltier effect [5] (Figure 1b). Thermoelectric materials have become one of the most promising resources of energy owing to the low cost of production, the eco-friendly electricity generation, the sustainability, fewer moving parts and less maintenance. Thermoelectric materials have been very successful in transforming waste heat into electricity in several applications such as radioisotope thermoelectric generators in NASA’s spacecrafts [6]. The research in this field was focused on application such as geometry, cooling, shape, size, and also the adaptation of the heat flow of systems [7]–[9].
Heusler alloys are promising materials for thermoelectric applications. There are several properties that make Heusler alloys interesting such as half metallicity, ferromagnetism, spin gapless semiconducting, superconductivity, semiconducting, and shape memory effect [10]–[13].

Figure 1. (a) Seebeck effect thermocouple. (b) Peltier effect thermocouple.
Chapter 2: Background

2.1 Heusler Compounds

Since their discovery, Heusler compounds have attracted a lot of attention [14]. Owing to their interesting features, such as the high Curie temperature and high spin polarization, these compounds have become one of the forefront research topics for applications such as spin injectors and magnetic tunnel junctions[15]–[22]. Furthermore, Heusler compounds have sparked interest due to their potential thermoelectric properties, which might be utilized to generate energy in thermoelectric generators[23]–[28]. There are four types of Heusler alloys, namely, full, inverse, half and quaternary Heusler compounds. The chemical structure of full Heusler compounds is X₂YZ, where X and Y are transition or rare-earth metallic atoms, and Z is the main group element. The valence electrons of a Y transition metal atom are smaller than those of an X transition metal atom. They crystallize in the L2₁ structure, which belongs to the $Fm\overline{3}m$ space group with a unit cell of four interpenetrating face-centered cubic sublattices, as seen in Figure 2 [29]. The chemical structure of the inverse full Heusler compounds is X₂YZ, which is the same as the full Heusler compound except that the valence electrons of the X atom are less than the those of Y atom with Hg₂TiCu prototype [30]. Half Heusler compounds, on the other hand, possess the chemical formula of XYZ, with one of the four sublattices unfilled. These alloys have a C1₅ crystal structure with an $F\overline{4}3m$ space group [31]. The quaternary Heusler compound X X'YZ is created by substituting one of the X transition metal atoms in the full Heusler compound with another (X'), where Y has less valence electrons than X' and the latter has fewer valence electrons than X. The quaternary Heusler compound structure is Y-type and has an $F\overline{4}3m$ (#216) space group[32]. The Heusler compounds have unique magnetic characteristics due to the partially filled $d$ states of the transition metal atoms. When compared to pseudoternary compounds such Co₂Fe₁₋ₓMnxZ , the
Co$_2$Fe$_{1-x}$Mn$_x$Z, the quaternary Heusler compounds have lower power dissipation due to lower disorder scattering resistivity [33].

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Heusler</td>
<td>X</td>
<td>Y</td>
<td>X</td>
<td>Z</td>
</tr>
<tr>
<td>Half Heusler</td>
<td>X</td>
<td>Y</td>
<td></td>
<td>Z</td>
</tr>
<tr>
<td>Quaternary</td>
<td>X</td>
<td>Y</td>
<td>X'</td>
<td>Z</td>
</tr>
<tr>
<td>Heusler</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inverse Heusler</td>
<td>X</td>
<td>X</td>
<td>Y</td>
<td>Z</td>
</tr>
</tbody>
</table>

Figure 2. The different structures of the Heusler compounds [33].

A little change in the lattice constant may lead to a transition from half-metallic to metallic behavior of most half-metallic structures[34]–[36]. The electrical and magnetic properties of a
compound are determined by the crystal's geometrical structure, with different atomic orders presenting unique electronic and magnetic properties [33]. The density of states schematics for various Heusler compounds are shown in Figure 3. The band structure of some Heusler compounds was discovered to be distinct from that of metals and semiconductors, with one spin channel band structure operating as a metal and the other spin channel operating more like a semiconductor [34], [37]. This is referred to as a half-metallic ferromagnetic behavior (HMF).

Figure 3. Schematics diagrams of the density of states for (a) metallic, (b) semiconductor, (c) HMF, and (d) spin gapless semiconductor [19].

The high spin polarization of half-metallic ferromagnetism is the result of the half-metallic ferromagnetism. At the Fermi energy, the spin polarization can be used to describe the electronic properties. The spin polarization (P) is calculated as follows [38]:

\[
P = \frac{\rho_{up}(E_F) - \rho_{dn}(E_F)}{\rho_{up}(E_F) + \rho_{dn}(E_F)} \times 100\% \tag{Equation 1}
\]

where \(\rho_{up} (E_F)\) and \(\rho_{dn} (E_F)\) are the spin up and spin down density of states at the Fermi level (\(E_F\)), respectively. The 100% spin polarization (\(P = 100\%\)) indicates a complete half-metallicity that
corresponds to a zero density of states in either spin up or spin down channel. The relationship between the concentration of valence electrons and the total spin magnetic moment is represented by the Slater-Pauling rule. Heusler compounds are widely known to follow this rule [12], [39], [40], which is used to anticipate the compound's total spin magnetic moment. The Slater-Pauling rule is defined as follows:

\[ M_{\text{tot}} = (Z_{\text{tot}} - 2N_{\downarrow})\mu_B \]  

(Equation 2)

The total magnetic moment is \( M_{\text{tot}} \), while the number of total valence electrons and spin-down valence electrons are \( Z_{\text{tot}} \) and \( N_{\downarrow} \), respectively.

The dimensionless figure-of-merit can be used to calculate the thermoelectric efficiency of materials, which is expressed as follows:

\[ ZT = \frac{S^2\sigma T}{(K_L + K_e)} \]  

(Equation 3)

where \( S \) is the Seebeck coefficient, \( \sigma \) is the electrical conductivity. In addition \( K_L \) and \( K_e \) are the lattice and electronic thermal conductivities, respectively [41]. A high \( ZT \) value indicates that the thermoelectric material has a higher conversion efficiency. As shown in Equation, the value of the \( ZT \) has no limit. By increasing the Seebeck coefficient or electrical conductivity, or decreasing the lattice thermal conductivity, the \( ZT \) value can be enhanced. Increasing electrical conductivity, on the other hand, increases the electronic thermal conductivity. As a result, the best thermoelectric materials have a \( ZT \) of less than one (≈ 1). The thermoelectric properties are widely known to be dependent on the electronic structure. According to the following equation, an increase in the effective mass or a decrease in the carrier concentration causes a rise in the material's Seebeck coefficient:

\[ S = \frac{8\pi^2 k_B T}{3eh^2} m^*(\frac{n}{\pi})^{2/3}. \]  

(Equation 4)
In this equation, Boltzmann constant, electronic charge, Planck's constant, effective mass, and carrier concentration are represented as $k_B$, $e$, $h$, $m^*$, and $n$, respectively. Furthermore, according to the following relation [42], high mobility ($\mu$) and a small band gap improve electrical conductivity:

$$\sigma = ne\mu$$  \hspace{1cm} (Equation 5)

High $S$, and $\sigma$ values are attributes of the best thermoelectric material, resulting in a high-power factor (PF):

$$PF = S^2\sigma$$ \hspace{1cm} (Equation 6)

The thermopower (Seebeck coefficient) of a material is an intrinsic feature that can be defined as the ratio of the voltage developed to 1 K temperature difference ($\Delta V/\Delta K$). Metals have a very low Seebeck coefficient, with most metals expressing less than 10 $\mu V K^{-1}$ [43]. Furthermore, at any temperature, the electrical to thermal conductivity ratio remains constant. Therefore, metals have low $ZT$ values. Semiconductors, on the other hand, have larger power factors than metals [44], making them a better choice for thermoelectric materials [44], [45]. The negative (positive) Seebeck coefficient is referred to as $n$-type ($p$-type) material. The Seebeck coefficient is calculated using the following formula for different carrier types [46]:

$$S \approx \frac{(S_n\sigma_n+S_p\sigma_p)}{\sigma_n+\sigma_p}$$ \hspace{1cm} \text{Equation 7}

where $n$ ($p$) indicates $n$-type ($p$-type) materials, which the electrons or holes function as charge carriers. Due to the complicated scattering mechanism involving defect, phonon, and carrier scattering, estimating the charge carrier scattering relaxation time in the Boltzmann equation is challenging. As a result, constant relaxation time approximation is a good approach that has been utilized to evaluate the transport properties of most materials [47]. The merit figure can be written as:
\[ ZT = \left( \frac{S^2 \sigma T}{k_e} \right) \times \left( \frac{k_e}{k_L + k_e} \right) \]  

Equation 8

where \( ZT = \left( \frac{S^2 T}{k_e} \right) \) defines the upper limit of the ZT value and is independent of the relaxation time. At high temperatures, \( K_e \) surpasses \( K_L \), resulting in \( \frac{k_e}{k_L + k_e} \approx 1 \), allowing \( ZT_e \) to be an excellent approximation to the ZT value at high temperatures [48]. At low temperatures, the value of \( k_e \) is low, and the \( k_L \) value take priority.

Due to their high Curie temperatures and low band gaps, Heusler compounds have become a strong competitor as thermoelectric materials. They have a high Seebeck coefficient and electrical conductivity, which leads to a high thermoelectric power factor [16], [28], [49], [50]. Some Heusler compounds have ZT values that are comparable to cutting-edge thermoelectric materials [28], [51].

2.2 Literature review

The electronic and magnetic electronic transport properties were intensely investigated for full- and half-Heusler compounds. The full-Heusler compounds were the most investigated of the various forms of Heusler compounds. Due to their half-metallic nature and high Curie temperatures, cobalt-based full-Heusler compounds have attracted a lot of interest [52]. Heusler compounds have recently attacked a lot of interest. Some of these compounds have shown promising properties as spintronic devices and thermoelectric materials [12], [53]–[55]. Compounds such as CoFeMnSi, CoFeCrAl, CoMnCrSi, CoFeVSi, and FeMnCrSb have shown a spin gapless semiconducting behavior [56]. Furthermore, ab initio electronic structure computations for CoFeMnZ (\( Z = \text{Al, Ga, Si, or Ge} \)) compounds with high Curie temperatures revealed a half-metallic ferromagnetic structure [33]. For CoTcMnSi and CoRhMnSi compounds, Kundu et al. predicted high Curie temperatures and half-metallic behavior [49]. Heusler compounds have also been thoroughly researched for their potential as good thermoelectric...
materials for energy harvesting and refrigeration [26], [48], [57]. The thermoelectric efficiency of
several materials is depicted in the diagram.

Figure 4. The figure of merit versus temperature of thermoelectric materials [51].

The Curie temperature and the concentration of valence electrons are linearly related in
cobalt-based Heusler compounds [38]. For substances with a significant number of valence
electrons, the Curie temperature is observed to be the highest. Experimentally, Co$_2$FeSi has the
greatest Curie temperature of 1100 K among other alloys with a total spin magnetic moment of 6
$\mu$B [58]. These findings matched those of theoretical research using ab initio calculations [59],
[60].
Chapter 3: Method of Calculation

3.1 Quantum Theory

In this chapter, the relation between the quantum theory and Boltzmann transport theory are explained. Without the quantum theory, it is impossible to investigate the electrons behavior in the materials. Transmuting heat and electricity are the responsibility of the electrons in the materials.

3.1.1 Schrödinger Equation

The many-body problem is explained by the time dependent Schrödinger equation that is given by the following form:

\[ i\hbar \frac{\partial \Phi(r, t)}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Phi(r, t) + V \Phi(r, t) \]  

Equation 9

\[ \frac{\hbar^2}{2m} \nabla^2 \Phi(r, t) + V \Phi(r, t) = E \Phi(r) \]  

Equation 10

Here \( \hbar \) is referred to the reduced Plank constant, \( \Phi(r, t) \) is the wavefunction of the ions and electrons, \( m \) is the reduced mass, \( V \) is the potential, \( r \) is nuclei and electron coordinates. \( E \) is replaced by \( i\hbar \frac{\partial}{\partial t} \) and is considered independent of time. The \( \nabla^2 \) is \( \frac{\partial^2}{\partial x^2} \), the \( \frac{\hbar^2}{2m} \) and \( \frac{\partial^2}{\partial x^2} \) is called the Hamiltonian, which is the total energy of the system. The energy was independent of time in this project.

The Hamiltonian form is:

\[ H = \hat{T} + \hat{V} \]  

Equation 11

which is the sum of the kinetic and potential energies. The kinetic energy is defined as:

\[ T = \frac{p^2}{2m} \]  

Equation 12

where the momentum is an operator define as \( P = -i\hbar \frac{\partial}{\partial x} \). Therefore, the Schrödinger Equation takes a form as:
\[ H \Phi = E \Phi \]  

Equation 13

These previous equations are for a single particle. Thus, searching for the most stable state of many-body problem should be established, which is the ground state of the system. The many-body problem Schrödinger Equation should be solved to find the ground state of many-body system. Therefore, the time independent Schrödinger Equation can be given by:

\[ H \Phi(r_i, R_i) = E \Phi(r_i, R_i) \]  

Equation 14

The many-body Schrödinger Equation of a system that contains of \( N \) nuclei with the coordinates of \( R_i \) and \( N_e \) and electrons with coordinates of \( r_i \). The interaction between nuclei-electrons, nuclei-nuclei, and electron-electron should be studied in many-body problems. By utilizing all these interactions and adding to the kinetic energies of electrons and nuclei, the Hamiltonian can be given as:

\[ H = T_N(R) + T_e(r) + V_{NN}(R) + V_{Ne}(R, r) + V_{ee}(r) \]  

Equation 15

The \( H \) is the Hamiltonian operator, which is the sum of kinetic energy of the nuclei \( T_N \) and an electron \( T_e \) and the potential energy of nucleus-nucleus \( (V_{NN}) \), electron-nucleus \( (V_{Ne}) \), and electron-electron \( (V_{ee}) \) interaction. These terms can be extracted as follows:

\[ T_N = \frac{\hbar^2}{2m_N} \sum_{N=1}^{N} \nabla_N^2 \]  

Equation 16

Where \( T_N \) is the kinetic energy of the nuclei, \( N \) is the index shows the number of nuclei and \( m_N \) is the effective mass of the nuclei.

\[ T_e = -\frac{\hbar^2}{2m_e} \sum_{i=1}^{N} \nabla_i^2 \]  

Equation 17

Where \( T_e \) is the kinetic energy of the electrons, \( i \) shows the number of the electrons, and \( m_e \) is the effective mass of the electron.

\[ V_{NN} = \sum_{i>j} \frac{Z_i Z_j e^2}{|R_i - R_j|} \]  

Equation 18
Where $V_{NN}$ is the coulomb interaction between nuclei, $Z_I$ and $Z_e$ are the atomic number of each nuclei, $e^2$ is the charge, and $R_I - R_J$ is the distance between them.

$$V_{eN} = -\sum_{I,J} \frac{Z_I e^2}{|R_I - R_J|}$$  \hspace{1cm} \text{Equation 19}$$

Where $V_{eN}$ is the interaction between the nuclei and the electrons, $R_I - r_j$ are the distance between electron and nucleus.

$$V_{ee} = \sum_{i>j} \frac{e^2}{|r_i - r_j|}$$  \hspace{1cm} \text{Equation 20}$$

Where $V_{ee}$ is the electron and electron interaction, $r_i - r_j$ are the distance between the electron-electron.

For many body problems, the equation 15 is a complex equation has several terms and cannot be solved except for a simple issue such as the hydrogen atom. Therefore, it is important to apply some approximation in this equation to solve it.

### 3.1.2 Born-Oppenheimer Approximation

Due to the mass of electron is less than the mass of proton by four orders of magnitude, the Born-Oppenheimer approximation is supposed that the position of the nuclei is fixed. Thus, if the position of the nuclei is fixed, the terms $T_N(R)$ and $V_{NN}(R)$ are neglected. Then, the Hamiltonian can be:

$$H_e = T_e(r) + V_{Ne}(R,r) + V_{ee}(r)$$  \hspace{1cm} \text{Equation 21}$$

$$H_e = T_e = -\frac{\hbar^2}{2m_e} \sum_{i=1}^{N} \nabla_i^2 + V_{eN} = -\sum_{I,J} \frac{Z_I e^2}{|R_I - r_j|} + V_{ee} = \sum_{i>j} \frac{e^2}{|r_i - r_j|}$$  \hspace{1cm} \text{Equation 22}$$

Where $H_e$ is the Hamiltonian of the electrons. Thus, the Schrödinger Equation can be written as:

$$\{T_e(r) + V_{Ne}(R,r) + V_{ee}(r)\} \psi_n^N = E \psi_n^N$$  \hspace{1cm} \text{Equation 23}$$
For many-body problem, this equation is still complicated to solve the system due to the large number of electrons. So, there are more approximations should be considered to solve this equation.

### 3.1.3 Hartree and Hartree-Fock Approximations

Transforming the many-body problem to a one body problem was created by Hartree, who solve the Schrödinger equation by taking the one electron wavefunction as a product of the wavefunction of the system [61]. Therefore, the wavefunction of the many-body problem is:

\[
\psi(\vec{r}_1, ..., \vec{r}_N, S_1, ..., S_N)
\]

where \(\vec{r}_i\) is the position of the electron and \(S\) is the spin of electron. For two body problem, the total wavefunction is written as:

\[
\psi(\vec{x}_1, \vec{x}_2) = \psi_1(\vec{x}_1)\psi_2(\vec{x}_2)
\]

This equation does not content the Pauli exclusion principle of the electrons because it is a symmetric wavefunction which means there are no two electrons have similar quantum numbers. The fermions have half-integral intrinsic spin. This led to Hartree-Fock approximation that solved this issue by combining the wavefunction of Hartree product:

\[
\psi(\vec{x}_1, \vec{x}_2) = \frac{1}{\sqrt{2}} \left[ \psi_1(\vec{x}_1)|S_1\rangle \psi_2(\vec{x}_2)|S_2\rangle - \{\psi_1(\vec{x}_2)|S_2\rangle \psi_2(\vec{x}_1)|S_1\rangle \right]
\]

By extending the two-body system to many-body system:

\[
\psi(\vec{x}_1, \vec{x}_2) = \frac{1}{\sqrt{N!}} \left[ \psi_1(\vec{x}_1)|S_1\rangle \psi_1(\vec{x}_2)|S_2\rangle \ldots \psi_1(\vec{x}_N)|S_N\rangle \\
\psi_2(\vec{x}_1)|S_1\rangle \psi_2(\vec{x}_2)|S_2\rangle \ldots \psi_2(\vec{x}_N)|S_N\rangle \\
\vdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\[-\frac{\hbar^2}{2m} \nabla_i^2 + V = E_i \psi_i (\vec{r})\]  

\[\text{Equation 28}\]

### 3.1.4 Density Functional Theory

In many body problems, one of the great methods to calculate the ground state properties is the Density Functional Theory [62]. Reducing the many body problem to a single body problem was introduced by Thomas and Fermi [63], who wrote the one electron density \( \rho(\vec{r}) \) as [63]:

\[E_{\text{tot}} [\rho(\vec{r})] = \frac{3(3\pi^2)^{2/3}}{10} \int \rho(\vec{r})^5 d^3 \vec{r} - Z \int \frac{\rho(\vec{r})}{r} d^3 \vec{r} + \frac{1}{2} \int \frac{\rho(\vec{r}_1)\rho(\vec{r}_2)}{|\vec{r}_1 - \vec{r}_2|} d^3 \vec{r}_1 d^3 \vec{r}_2 \]  

(Equation 29)

where \( E_{\text{tot}} \) is the total energy of the system. The electron density is normalized to the total number of electron (N):

\[\int \rho(\vec{r}) \ d^3 \vec{r} = N\]  

(Equation 30)

Then, Hohenberg and Kohn derived the basics of the density functional theory, where they proved the ground state properties of a many-body problem are identified by its electronic density. At the density of the system in the ground state, the energy functional achieve lower level [64]. The properties of the system such as wavefunction and the energy can be obtained by the density. Rather than dealing with the wavefunction of 3N variables, solving the electron density that involve the three spatial variables will decrease the dimensionality. As claimed by Hohenberg and Kohn, the total energy functional is:

\[E_{\text{tot}} [\rho(\vec{r})] = F_{\text{HK}} [\rho(\vec{r})] + \int \rho(\vec{r}) V_{\text{eN}}(\vec{r}) \ d\vec{r}\]  

(Equation 31)

Where \( F_{\text{HK}} \) is the Hohenberg and Kohn functional.

\[F_{\text{HK}} [\rho(\vec{r})] = T[\rho(\vec{r})] + V[\rho(\vec{r})] = T_0[\rho(\vec{r})] + V_H[\rho(\vec{r})] + V_{xc}[\rho(\vec{r})]\]  

(Equation 32)

\( F_{\text{HK}} \) is the sum of the exact kinetic \( T[\rho(\vec{r})] \) and electron-electron potential \( V[\rho(\vec{r})] \) energy. The \( T_0 \) is the kinetic energy of non-interacting particles, \( V_H \) is the Hartree potential energy, and \( V_{xc} \) is the exchange correlation energy which is the sum of the \( V_x \) the exchange and
$V_c$ the correlation potentials. In the Hartree-Fock, the exchange potential is involved, but in the Hartree solution, the exchange potential is not included:

$$V_x = E_{HF} - E_H$$  \hspace{1cm} \text{Equation 33}

The correlation potential is included in the exact total energy, but it is not found in the total energy of Hartree-Fock solution.

$$V_c = E_{exact} - E_{HF}$$  \hspace{1cm} \text{Equation 34}

Then, the total energy function can be written as:

$$E_{tot} [\mathbf{n}(\mathbf{r})] = T_0[\mathbf{n}(\mathbf{r})] + V_H[\mathbf{n}(\mathbf{r})] + V_{xc}[\mathbf{n}(\mathbf{r})] + V_eN[\mathbf{n}(\mathbf{r})]$$  \hspace{1cm} \text{Equation 35}

The exchange correlation energy functional form is unspecified, so it cannot be calculated. Accordingly, the electron density can be described as a set of wavefunctions which each wavefunction is standing for a single electron, and that is what Kohn and Sham suggested [65]. Hence, the sum of occupied state of Kohn-Sham orbitals ($\psi_i$) is the ground electron density:

$$n(\mathbf{r}) = \sum_{i=1}^{\text{occ}} \psi_i^\ast(\mathbf{r}) \psi_i(\mathbf{r})$$  \hspace{1cm} \text{Equation 36}

Therefore, this equation is considered a solution for a single electron ground state wavefunctions.

$$(T + V_{eff})\psi_i = E_i\psi_i$$  \hspace{1cm} \text{Equation 37}

$$V_{eff} = V_eN + V_H + V_{xc}$$  \hspace{1cm} \text{Equation 38}

$$V_eN = -\frac{1}{4\pi\varepsilon_0} \sum_{n=1} Z_n e^2 \frac{1}{|\mathbf{r}_i - \mathbf{r}_n|}$$  \hspace{1cm} \text{Equation 39}

$$V_H = \frac{1}{4\pi\varepsilon_0} \frac{\sum_{n=1} Z_n e^2}{|\mathbf{r}_i - \mathbf{r}_n|}$$  \hspace{1cm} \text{Equation 40}

$$V_{xc} = \frac{\delta V_{xc}[\rho(\mathbf{r})]}{\delta n(\mathbf{r})}$$  \hspace{1cm} \text{Equation 41}

Thus, the total ground state energy can be:

$$E_{tot}(R_1, ..., R_n) = \sum E_i - \frac{1}{2} E_H[n_0(\mathbf{r})] + E_{xc}[n_0(\mathbf{r})] - \int V_{xc}\rho_0 d\mathbf{r} + V_{NN}(R_1, ..., R_n)$$  \hspace{1cm} \text{Equation 42}
The claim that Kohn and Sham introduced makes the density functional theory a partial method, and that help to analyze the ground state density.

### 3.1.5 Exchange Correlation Energy Approximation

To get the precise of the ground state energy, there are many approximations to evaluate the exchange-correlation energy, and that is calculated by density functional theory. The local density approximation (LDA) and the generalized gradient approximation (GGA) are the universal that used to estimate the exchange-correlation [65], [66].

### 3.1.6 Local Density Approximation (LDA)

In this approximation, the homogeneous electron gas is an advance exchange-correlation functionals that explains the physics of the LDA exchange and correlation, and the electron density of the system is written as follows:

\[
E_{xc} = \int n(r) \varepsilon_{xc}(n(r)) dr, \tag{Equation 43}
\]

where \( n(r) \) is the electron density, \( (n(r)) \) is the charge density, and it is adequately low. \( \varepsilon_{xc} \) is the exchange and correlation energy. \( \varepsilon_{xc}(n(r)) \) is an unknown term in this equation [67].

Therefore, \( \varepsilon_{xc}(n(\vec{r})) \) is separated to two contributions which is exchange and correlation terms:

\[
\varepsilon_{xc}(n(\vec{r})) = \varepsilon_{x}(n(\vec{r})) + \varepsilon_{c}(n(\vec{r})) \tag{Equation 44}
\]

Where \( \varepsilon_{x} \) is the exchange term where can be solved, and it corresponds to the exchange of an electron in a uniform electron gas [68].

\[
\varepsilon_{x}(n(r)) = -\frac{3}{4} \left( \frac{3n(r)}{\pi} \right)^{1/3} \tag{Equation 45}
\]

Nevertheless, \( \varepsilon_{c} \) is the correlation term where can be obtained by using Monte-Carlo simulations [69]. The LDA approximation is only beneficial for a slow varying density. The electron density of a practical system is not uniform.
3.1.7 Generalized Gradient Approximation (GGA)

To achieve more precise approximation, the gradient of the electron density is put into consideration, where the density is changing from one point to another point. By this presumption, the gradient of electron density can be as follow:

\[
E_{xc}^{GGA} = \int n(r) e_{xc}(n(r)) F(|\nabla n(r)|) dr
\]

Equation 46

For solids, the generalized gradient approximation (GGA) is performing will. Thus, there are methods to estimate the GGA, which is Perdew-Burke-Ernzerhof (PBE) and PBE-sol [66], [70].

3.1.8 Self-consistent Solution

The electron density can be acquired by calculating the single-particle wavefunction using Koh4n-Sham equations, where the wavefunction can be attained. Hence, the self-constant interaction is neglected [71]. The exchange-correlation energy is written as follows:

\[
E_{xc} = E_{x}^{exact} + E_{c}
\]

Equation 47

Only for one-center system, this approximation offers an acceptable result, but it is irrelevant to description of chemical bond in molecules [72], [73]. This situation is explained by the Coulomb correlation energy, dynamic correlation (short-range), and nondynamic correlation (long-range) [74]. For short distance, since the electrons with opposition spin reach one another, the dynamic element is customized as the Coulomb correlation \[A\]. \(E_{x}^{DFT}\) is the semi-local exchange functionals, which written as DFT = LDA, GGA that takes the nondynamic correlation into the account and is written as compact form [75].

\[
E_{xc} = E_{x}^{DFT} + E_{c}^{DFT} = (E_{x}^{exact} + E_{c}^{nd}) + E_{x}^{DFT}
\]

Equation 48

The self-consistent interaction and nondynamic correlation is accounted in a balanced way. The final form of hybrid exchange correlation functional was introduced by Becke which is a linear
combination of these functionals depend on the adiabatic binding formalism of Khon-Sham’s fictitious system [76].

\[ E_{xc}^{hyb} = a_0 E_{xc}^{exact} + (1 - a_0) E_{xc}^{LDA} + a_x \Delta E_{x}^{B88} + E_{c}^{LDA} + a_0 \Delta E_{c}^{GGA} \]

\[ a_0 = 0.2, \quad a_x = 0.72, \quad a_c = 0.81. \]

By putting the theoretical result, \( a_0 \), \( a_x \), and \( a_c \) can be found with the experimental results.

From the exchange correlation that is taken from the B88, the \( \Delta E_{x}^{B88} \) can be obtained as a correction to gradient exchange, and \( \Delta E_{c}^{GGA} \) is a correction to gradient correlation [77].

### 3.1.8 Boltzmann Transport Theory

The Boltzmann transport equation describes the relaxation heat conduction which, and how the electron administrates the relation between the heat flux, thermal gradient, and fractional Fourier law [78]. The generalizing the collision term is the main goal of this study [78]. At equilibrium, Fermi-Dirac distribution function \( f_0(\varepsilon) \):

\[ f_0 = \frac{1}{1 + \exp\left(\frac{E(x) - \mu(x)}{k_B T(x)}\right)} \]  

Equation 49

Where \( \varepsilon \) is the electric energy, \( \mu \) is the chemical potential, \( k_B \) is the Boltzmann constant, and \( T \) is the absolute temperature. The external perturbation does not exist, so there is not change in the distribution function. On the other hand, the position and momentum of electrons are changing under external perturbation of the thermal gradient. Relaxation time approximation is a method that adapted to have a precise solution of the Boltzmann transport equation because it is complicated.

\[ \frac{\partial f}{\partial t} = - \frac{f - f_0}{\tau} \]

Equation 50

After the external perturbation disappeared, the perturbed distribution function \( f \) will restore to its equilibrium distribution.
\[ \sigma_{\alpha\beta}(T, \mu) = \frac{1}{\Omega} \int \sigma_{\alpha\beta}(\epsilon) \left[ -\frac{\partial f_\mu(T, \epsilon)}{\partial \epsilon} \right] d\epsilon \]  
Equation 51

\[ k_{\alpha\beta}(T, \mu) = \frac{1}{e^2 T \Omega} \int \sigma_{\alpha\beta}(\epsilon)(\epsilon - \mu)^2 \left[ -\frac{\partial f_\mu(T, \epsilon)}{\partial \epsilon} \right] d\epsilon \]  
Equation 52

\[ S_{\alpha\beta}(T, \mu) = \frac{1}{e T \Omega \sigma_{\alpha\beta}(T, \mu)} \int \sigma_{\alpha\beta}(\epsilon)(\epsilon - \mu) \left[ -\frac{\partial f_\mu(T, \epsilon)}{\partial \epsilon} \right] d\epsilon \]  
Equation 53

\[ \sigma_{\alpha\beta} = \frac{e^2}{N_k} \sum_{l,k} \tau \nu_\alpha(i, k) v_\beta(i, k) \frac{\delta(\epsilon - \epsilon_{l,k})}{d\epsilon} \]  
Equation 54

Where \( \sigma \) is the electrical conductivity, \( k_e \) is the electric thermal conductivity, \( S \) is the Seebeck coefficient, \( \alpha \) and \( \beta \) are tensor components, and \( \Omega, \nu, and N_k \) are the chemical potential.
Chapter 4: CoRhYSi (Y= Mn, Cr) Quaternary Heusler Compounds

4.1 Introduction

Quaternary Heusler alloys are a class of Heusler compounds that consist of four different atoms in the unit cell with a space group of F43m (#216). The chemical formula is \( XX_0YZ \), where \( X, X_0, \) and \( Y \) are transition metal atoms and \( Z \) is a metalloid atom. When the number of valence electrons of the \( X \) atom is larger than those of \( X_0 \) and \( Y \) atoms and the number of valence electrons of \( Y \) atom is less than that of \( X_0 \), the structure is mostly stable [53]. Quaternary Heusler compounds have a \( Y \)-type crystal structure with three different atomic configurations as shown in Table 1 and Figure 5 [53].

Table 1. The three different types of crystal structure of the quaternary Heusler compounds.

<table>
<thead>
<tr>
<th>Type</th>
<th>4a</th>
<th>4c</th>
<th>4b</th>
<th>4d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0,0,0)</td>
<td>(1/4,1/4,1/4)</td>
<td>(1/2,1/2,1/2)</td>
<td>(3/4,3/4,3/4)</td>
</tr>
<tr>
<td>Y-type-I</td>
<td>( X )</td>
<td>( X_0 )</td>
<td>( Y )</td>
<td>( Z )</td>
</tr>
<tr>
<td>Y-type-II</td>
<td>( X )</td>
<td>( Y )</td>
<td>( X_0 )</td>
<td>( Z )</td>
</tr>
<tr>
<td>Y-type-III</td>
<td>( X_0 )</td>
<td>( X )</td>
<td>( Y )</td>
<td>( Z )</td>
</tr>
</tbody>
</table>

Figure 5. The three different types of the primitive cell of the quaternary Heusler compounds.
These Heusler compounds have shown interesting properties such as spin gapless semiconductor, half-metallic ferromagnetic, high curie temperature, and fine thermoelectric properties [12], [15], [53]–[55].

4.2 Details of the Calculations

Density functional theory (DFT), as implemented in VASP code [79], is used to do the calculations. 520 eV was chosen as the cut-off energy, while $10^{-8}$ eV was chosen as the total energy tolerance. For unit-cell structures, the formation energy was computed using a 22 x 22 x 22 Γ- centered k-point mesh. The phonopy package [80] was used to investigate dynamical stability using VASP code with 4 x 4 x 4 supercell structures and a 4 x 4 x 4 Γ- centered k-point mesh. The total energy was then calculated using the full-potential linearized augmented plane wave (FP-LAPW) method implemented in WIEN2k code [81] using the optimized structural parameters acquired by VASP code [82]. The generalized gradient approximation of Perdew–Burke–Ernzerhof (GGA-PBE) [66] was used to treat the exchange–correlation potential. $K_{\text{max}}R_{\text{MT}} = 9$ was used to define the wavefunctions in the interstitial area, where $R_{\text{MT}}$ is the smallest atomic muffin tin radius and $K_{\text{max}}$ is the largest reciprocal lattice vector of the plane wave expansion. For Co, Cr, Mn, Rh, and Z (Z = Si ) atoms, $R_{\text{MT}}$ values of 2.4, 2.2, 2.0, and 1.7 atomic units (a.u.) were chosen, respectively. $10^{-4}$ Ry, $10^{-4}$ e, and 1 mRy/au were chosen as the total energy, charge density convergence tolerances, and force tolerances, respectively. These TE properties were calculated using DFT with a high-density mesh of 10,000 k-points, which is equivalent to a 36 x 36 x 36 centered k-mesh. The constant relaxation time approximation was used for the TE computations, which was set to $0.5 \times 10^{-15}$ s.
4.3 Structural Properties

CoRhYSi (Y = Cr, Mn) QHAs have a stoichiometry of 1:1:1:1 and a chemical formula of XX'YZ, where X, X', and Y are transition metal elements and Z is a main group element with s-p orbitals. The QHAs crystallize in a face-centered cubic LiMgPdSn (Y-type) structure with the space group F43m (no. 216). The atomic configurations of this sort of structure are Y-type-I, Y-type-II, and Y-type-III, as shown in Figure 1. The element's Wyckoff positions in the three types are 4a (0,0,0), 4c (1/4, 1/4, 1/4), 4b (1/2, 1/2, 1/2), and 4d (3/4, 3/4, 3/4), as shown in Table 2. The Y-type-I crystal structure was found to be the most stable crystal structure based on total energy calculations (see Table 3). The formation energy ($E_{\text{form}}$) is calculated using the following formula to determine the thermodynamic stability of these QHAs [83]:

$$E_{\text{form}} = E_{\text{tot}} - (E_{\text{Co}}^{\text{bulk}} + E_{\text{Rh}}^{\text{bulk}} + E_{\text{Y}}^{\text{bulk}} + E_{\text{Z}=\text{Si}}^{\text{bulk}}),$$

Equation 55

where $E_{\text{tot}}$ represents the equilibrium total energy per formula unit of CoCrRhSi, CoMnRhGe alloys, and $E_{\text{Co}}^{\text{bulk}}$, $E_{\text{Rh}}^{\text{bulk}}$, $E_{\text{Y}}^{\text{bulk}}$, and $E_{\text{Z}=\text{Si}}^{\text{bulk}}$ refer to the equilibrium total energies per atom in their individual bulk structures. Table 4 shows that the formation energy values are negative, indicating that CoYRhSi (Y = Cr, Mn) QHAs are thermodynamically stable. Table 4 also shows the optimized lattice parameter for each alloy. It is noticeable from this table that the increase in the atomic number of Z (Z = Si) atoms increases the lattice parameters. The calculated lattice parameter values are in agreement of the experimental results, see Table 4 [83]. It calculated the total energy as a function of volume of all three possible atomic configurations to determine the most stable structure, taking into account the paramagnetic (NM) and ferromagnetic (FM) phases [84]. It's worth noting that the majority of magnetic Heusler compounds are stable in their ferromagnetic state [84]. The equilibrium structural parameters can then be determined by minimizing the energy.
Table 2. The Wyckoff positions 4a, 4c, 4b, 4d of the atoms in CoYRhSi (Y = Cr, Mn) quaternary Heusler alloys for three types of configurations

<table>
<thead>
<tr>
<th>Y</th>
<th>4a (0,0,0)</th>
<th>4b (1/2, 1/2, 1/2)</th>
<th>4c (1/4, 1/4, 1/4)</th>
<th>4d (3/4, 3/4, 3/4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type-I</td>
<td>Co</td>
<td>Rh</td>
<td>Y</td>
<td>Z</td>
</tr>
<tr>
<td>Type-II</td>
<td>Co</td>
<td>Y</td>
<td>Rh</td>
<td>Z</td>
</tr>
<tr>
<td>Type-III</td>
<td>Rh</td>
<td>Co</td>
<td>Y</td>
<td>Z</td>
</tr>
</tbody>
</table>

Table 3. The total energy in eV of CoYRhSi (Y = Cr, Mn) QHAs in the three types of configurations

<table>
<thead>
<tr>
<th>Alloys</th>
<th>Type-I</th>
<th>Type-II</th>
<th>Type-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoCrRhSi</td>
<td>-29.719</td>
<td>-30.633</td>
<td>-30.145</td>
</tr>
<tr>
<td>CoMnRhSi</td>
<td>-29.187</td>
<td>-30.749</td>
<td>-29.918</td>
</tr>
</tbody>
</table>

Table 4. Lattice constant a (Å), elastic constants $C_{ij}$ (GPa), bulk modulus $B$ (GPa), Young’s modulus $E$ (GPa), isotropic shear modulus $G$ (GPa), Poisson’s ratios $\nu$, anisotropy factor $A$, Pugh’s ratio $B/G$, and the melting temperature $T_{melt}$ (K) of CoRhYSi (Y = Mn, Cr) quaternary Heusler compounds

<table>
<thead>
<tr>
<th>Physical parameter</th>
<th>CoCrRhSi</th>
<th>CoMnRhSi</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{form}$ (eV)</td>
<td>-1.321</td>
<td>-1.914</td>
</tr>
<tr>
<td>a</td>
<td>5.786</td>
<td>5.839</td>
</tr>
<tr>
<td></td>
<td>5.786$^a$</td>
<td>5.839$^c$</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>335.898</td>
<td>334.408</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>145.233</td>
<td>141.947</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>58.916</td>
<td>72.14</td>
</tr>
<tr>
<td>$B$</td>
<td>216.881</td>
<td>211.453</td>
</tr>
<tr>
<td></td>
<td>234.569$^b$</td>
<td></td>
</tr>
<tr>
<td>$E$</td>
<td>185.233</td>
<td>216.135</td>
</tr>
<tr>
<td>$G$</td>
<td>68.357</td>
<td>81.295</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.358</td>
<td>0.330</td>
</tr>
<tr>
<td>$A$</td>
<td>0.618</td>
<td>0.749</td>
</tr>
<tr>
<td>$C_p$</td>
<td>86.317</td>
<td>69.0547</td>
</tr>
<tr>
<td>$B/G$</td>
<td>3.173</td>
<td>2.601</td>
</tr>
<tr>
<td>$T_{melt}$</td>
<td>2624</td>
<td>2574</td>
</tr>
</tbody>
</table>

a,b)Ref [84] c)[49]
4.4 Dynamical Phonon Properties

The structural stability of the energetically stable Y-type-I configuration of CoRhYSi (Y = Cr, Mn) alloys established in Section 4.3 is confirmed in this subsection. The phonon dispersion curves (PDCs) provide another indicator of the stability of the investigated alloys. It is clear from Figure 6 that these CoRhYSi alloys have positive frequencies (no imaginary modes), indicating that they are dynamically stable. As the primitive cell of CoRhYSi (Y = Mn, Cr) compounds has four atoms, the phonon dispersion curve contains twelve phonon branches. Three phonon modes are acoustic (one longitudinal acoustic (LA) and two transversals acoustic (TA)), and nine optical branches (three longitudinal optical (LO) and six transverse optical (TO)). The phonon frequencies of CoFeCrGe and CoFeTiGe quaternary Heusler alloys are in agreement with those obtained in previous calculations [84]. With the path of high symmetry points from Γ to X and from Γ to L, the two transversal acoustic modes are degenerate. Therefore, the TA is the only one mode that appears in Figure 6 (a) and (b). Although, the two transverse acoustic modes are nondegenerate with the path L − W and X − W. For the other Heusler compounds, this degeneracy in these two transverse acoustic modes of the phonon dispersion was anticipated [85]. The long longitude optical phonon creates the polarization electric field and eventually reinforces the longitude force due to the Coulomb interaction caused by the charged vibrating atoms. As a result, the longitude optical phonon's frequency rises [57], [87], [88]. The varied contributions of the constituted atoms to the phonon density of states can be explained by the constituted atoms' different masses. Low frequency modes are contributed by heavy mass atoms, while high frequency modes are contributed by light mass atoms. The phonon dispersion curves of materials are also determined in terms of their dynamical stability. It is well known that materials are dynamically stable if their phonon dispersion curves contain no imaginary phonon modes [84]. The fact that there is no
negative frequency in the figure indicates that the examined Heusler compound is dynamically stable.

The Y-type-II structure of CoRhYSi (Y = Mn, Cr) compounds are mechanically stable because the twelve phonon branches show positive frequencies. The phonon total density of state (TDOS) of CoRhYSi (Y = Mn, Cr) compounds are shown in Figure 7. Co and Si atoms manifest high contributions for both compounds at low frequency modes. However, the major contributions to the phonon TDOS come from Co, Cr, and Mn atoms for CoRhYSi.

Figure 6. Phonon dispersion relation of (a) CoRhCrSi (b) CoRhMnSi quaternary Heusler compounds.

The lattice thermal conductivity ($k_L$) is linked to the efficiency of thermoelectric material where the proper thermoelectric generator should possess a low $k_L$ value. The lattice thermal conductivity is written as the follow:

$$k_L^{\alpha\beta} = \frac{1}{k_B T^2 \Omega N} \sum_\lambda f_0 (f_0 + 1) (\hbar \omega_\lambda)^2 v_{\lambda}' F^{\beta}_{\lambda}$$

Equation 56

where $\Omega$ is the volume of the unit cell, $N$ is the number of q-points, $f_0$ is the phonon distribution function at thermal equilibrium, $v_{\lambda}'$ is the group velocity, $\omega_\lambda$ is the angular frequency of phonon mode ($\lambda$), and $\alpha$ and $\beta$ are scattering directions. The difference of the lattice thermal conductivity with the temperature is shown in Figure 9. The lattice thermal conductivity as a function of
temperature. The values of the lattice thermal conductivity at the room temperature are 1.84 $W m^{-1} K^{-1}$ and 2.951 $W m^{-1} K^{-1}$ for CoCrRhSi and CoMnRhSi alloys, respectively. The different $k_L$ values of CoCrRhSi and CoMnRhSi compounds is related to the difference in molar masses of Cr and Mn atoms. Also, since they have a huge difference of molar masses between the atoms in the compound, there is a gap between the acoustic and the optical modes, which conducts to greater phonon relaxation times and thus greater $k_L$ values [86], and that show the possible reason for the low $k_L$ of CoRhYSi ($Y = Mn, Cr$) where there is not any gap between the acoustic and the optical phonon modes in Figure 6. Thus, the low lattice thermal conductivity of CoRhYSi ($Y = Mn, Cr$) compounds suggest these alloys as good candidates for thermoelectric applications at high temperatures.

To the lattice thermal conductivity, the acoustic modes express the high contribution, since the optical modes have low phonon group velocity. There are many materials exhibit similar behavior [90]–[92]. Reducing lattice thermal conductivity, can be utilized form these results. The Cr and Mn atoms are the main source of contribution to the optical modes. Thus, reducing in $k_L$ and increasing in figure of merit comes from the generating vacancies at the ($Y = Mn, Cr$) atoms.

### 4.5 Mechanical Properties

The mechanical properties of the alloys are examined to confirm their mechanical stability. As CoRhYSi ($Y = Mn, Cr$) alloys have a cubic structure, they only have three independent elastic constants: longitudinal compression ($C_{11}$), transverse expansion ($C_{12}$), and the share modulus predictor ($C_{44}$). The mechanical stability was investigated for the three structure types of CoRhYSi ($Y = Mn, Cr$) quaternary Heusler Compounds as presented in Table 1. From the three types and their structure, the $Y$-type-II was the most stable structure.
The mechanical stability was investigated using the Born-Hanung conditions, which are given as [91]:

\[
\begin{align*}
(C_{11} - C_{12})/2 & > 0 \quad \text{Equation 57} \\
(C_{11} + 2C_{12})/3 & > 0 \quad \text{Equation 58} \\
B & > 0 \quad \text{Equation 59} \\
C_{12} & < B < C_{11} \quad \text{Equation 60} \\
C_{44} & > 0 \quad \text{Equation 61}
\end{align*}
\]

Here, \( C_{11}, C_{12} \) and \( C_{44} \) represent the three independent elastic constants. These values of the elastic constant satisfy the Born-Haung criteria. Thus, the second type (T-type-II) structure of CoRhYSi (\( Y = \text{Mn, Cr} \)) quaternary Heusler compounds is mechanically stable. The bulk modulus \( (B) \), shear modulus \( (G) \), Young’s modulus \( (E) \), Cauchy pressure \( (C_p) \), Poisson’s ratio \( (\nu) \), Pugh’s ratio \( (B/G) \), and anisotropy factor \( (A) \) are given in Table 4. The mechanical properties were obtained using the calculated elastic as follows [92]–[95]:

\[
\begin{align*}
B & = (C_{11} + 2C_{12})/3 \quad \text{Equation 62} \\
G & = (G_V + G_R)/2 \quad \text{Equation 63} \\
G_R & = \frac{5C_{44}(C_{11} - C_{12})}{4C_{44} + 3(C_{11} - C_{12})} \quad \text{Equation 64} \\
G_V & = \frac{C_{11} - C_{12} + 3C_{44}}{5} \quad \text{Equation 65} \\
E & = 9BG/(3B + G) \quad \text{Equation 66} \\
\nu & = (3B - 2G)/2(3B + G) \quad \text{Equation 67} \\
A & = 2C_{44}/(C_{11} - C_{12}) \quad \text{Equation 68} \\
C_p & = C_{12} - C_{44} \quad \text{Equation 69}
\end{align*}
\]

Where \( G_R \) is Reuss’s Shear modulus, and \( G_V \) is Voigt’s shear modulus [92]–[95]. The values of the bulk modulus of CoCrRhSi and CoMnRhSi quaternary Heusler compounds are in agreement
with the previous theoretical results, see Table 4. The value of bulk modulus of CoMnRhSi is smaller than the CoCrRhSi, and that shows the latter compound has a higher resistance to compression. Young modulus values, E, are 185.233 and 216.135 GPa for CoCrRhSi and CoMnRhSi, respectively. The E and G values of CoMnRhSi are higher than those of CoCrRhSi. This means that CoMnRhSi compound is harder than CoCrRhSi and the shear force causes larger lateral deformation. The hardness of a material is determined by its bulk modulus and shear modulus. The fact that the bulk modulus is much bigger than the shear modulus indicates that the material is more resistant to uniaxial strain than to shear deformation, which is consistent with the previous findings [84].

Poisson’s ratio is the transverse extension to the axial contraction. The Poisson’s ratio of CoCrRhSi is higher than that of CoMnRhSi. The anisotropy factor (A) value is a measure of the material’s anisotropy [96]. Isotropic materials have A = 1, but anisotropic materials have A values less than or greater than 1 [69]. Both CoCrRhSi and CoMnRhSi have A values less than one, which indicate anisotropic materials (see Table 4). The material is considered ductile if it has a B/G value greater than 1.75 [97]. The ductility and brittleness of materials are described using Pugh’s ratio (B/G) and Cauchy pressure (C_p). The materials are ductile (brittle) in nature if B/G is greater (less) than 1.75 [98]. The ductility and brittleness of materials are described using Pugh’s ratio (B/G) and Cauchy pressure (C_p). The materials are ductile (brittle) in nature if B/G is greater than 1.75 [99]. In Table 4, the two compound CoCrRhSi and CoMnRhSi have a high Pugh’s ratios (B/G) 3.173 and 2.601 respectively, so the compounds are considered ductile. Pugh’s ratio is found by calculating the bulk and shear moduli [100]. Furthermore, if the C_p value is positive (negative), the material is ductile (brittle) by nature [99]. Furthermore, the Cauchy pressure (C_p) values for CoCrRhSi and CoMnRhSi are 86.317, and 69.0547 GPa, respectively.
The B/G ratio is found to be more than 1.75, and Cp values are positive, indicating that these alloys are ductile. Similar QHAs, such as CoFeYGe (Y = Ti, Cr) [85], have similar results.

Another essential quantity is the melting temperature, which provides information on the material’s heat resistance and may be determined using the formula [99], [101], [102]:

\[ T_{melt} = 553 K + \left( \frac{5.91 K}{GPa} \right) C_{11} \pm 300 K \]  \hspace{1cm} \text{Equation 70}

This equation shows that the melting temperature is depending on the bulk modulus value. Therefore, if the material with higher bulk modulus has higher melting temperature as shown in Table 4. CoCrRhSi and CoMnRhSi alloys have melting points of 2624 K, and 2547 K, respectively. The high melting temperatures, \( T_{melt} \), indicate that these QHAs are mechanically stable within a ±300 K range. The calculations demonstrate that the alloys with lower longitudinal compression (\( C_{11} \)) have lower melting points (see Table 4), which are comparable to those of CoFeCrGe (2584 K) and CoFeTiGe (2484 K) [85]. The ratio of reflected wave energy to incident wave energy at a material’s surface is known as the reflective index [100].

4.6 Electronic and Magnetic Properties

The band structure, total density of states (TDOS), projected density of states (PDOS), and magnetic characteristics of CoRhYSi (Y = Mn, Cr), quaternary Heusler alloys are presented in this section. The band structure and TDOS of CoRhYSi (Y = Mn, Cr), alloys are shown in Figure 7. For CoRhYSi (Y = Mn, Cr) quaternary Heusler compounds, the spin polarized band structure was calculated along the high symmetry paths of the first Brillouin zone. From Figure 7, the CoRhYSi (Y = Mn, Cr) alloys were found that they have half-metallic behavior. The minority spin channel in these structures behaves as semiconducting, with band gap values of 0.542 and 0.576 eV along the \( \Gamma \) and \( X \) symmetry line, respectively, whereas the majority spin channel behaves metallically. The positive and negative values correspond to the DOS of the spin-up and spin-dn states,
respectively. The hybridized state of Cr, Mn, and Rh as they cross the Fermi level is responsible for the metallic behavior in the spin-up channel [84]. The separation between these anti-bonding states forms the spin-dn semiconducting band gap, as seen in several EQH compounds [56], [103].

From Equation 1, the electric spin polarization of CoRhYSi (Y = Mn, Cr) quaternary Heusler compounds was calculated at the Fermi energy. CoRhYSi (Y = Mn, Cr) quaternary Heusler compounds express a 100% electron spin polarization due to the absence of minority-spin density of state at $E_f$. Thus, these compound are showing a promising materials for spintronic application [85]. At $\Gamma$ and $X$, the Valence band maximum (VBN) and the conduction band minimum (CBN) are located, respectively, and the Fermi energy is near (VBN). Therefore, CoCrRhSi and CoMnRhSi reveal an indirect band gap of 0.542 eV and 0.576 eV, respectively, in the minority-spin channel. These results are in agreement with the other studies as follow in Table 4. These results are consistent with previous ab initio investigations of CoFeCuZ quaternary Heusler alloys (Z = Al, As, Ga, In, Pb, Sb, Si, Sn) [85]. Furthermore, the occurrence of flat energy levels in the conduction bands along the $\Gamma$ and $X$ symmetry line, as well as significantly dispersive bands in other directions, could indicate a high Seebeck coefficient and thermoelectric properties [99].

Figure 7. The electronic band structures and total density of states (TDOS) of a) CoCrRhSi, b) CoMnRhSi The solid and dotted lines represent the majority and minority spin channels, respectively.
The following formula can be used to calculate the spin-polarization [104]:

\[
P = \frac{\rho_\uparrow(E_f) - \rho_\downarrow(E_f)}{\rho_\uparrow(E_f) + \rho_\downarrow(E_f)} \times 100
\]

Equation 71

where \( \rho_\uparrow(E_f) \) and \( \rho_\downarrow(E_f) \) are the majority and minority spin density of states, respectively, at the Fermi level \( E_f \) [104]. Table 4 shows that the CoCrRhSi and CoMnRhSi alloys have a perfect spin-polarization of 100 percent, corresponding to half-metallic behavior.

CoFeMnGe QHAs have a similar high spin-polarization value [19].

Table 5. The calculated band gap values \( E_g \) (eV), spinpolarization \( P \) (%), total magnetic moment \( M_{\text{total}} \) (\( \mu_B \)), local magnetic moments per atom \( m_i \) (\( \mu_B \)) \((i = \text{Co, Cr, Mn Rh, Z}) \) for CoRhYZ \((Y = \text{Cr, Mn}) \) \((Z = \text{Si}) \) alloys

<table>
<thead>
<tr>
<th>Compound</th>
<th>( E_g ) (eV)</th>
<th>( P ) (%)</th>
<th>( m_{\text{Co}} ) [( \mu_B )]</th>
<th>( m_{\text{Rh}} ) [( \mu_B )]</th>
<th>( m_{\text{Y}} ) [( \mu_B )]</th>
<th>( m_{\text{Si}} ) [( \mu_B )]</th>
<th>( M_{\text{total}} ) [( \mu_B )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoRhCrSi</td>
<td>0.54</td>
<td>100</td>
<td>1.15</td>
<td>0.36</td>
<td>2.41</td>
<td>-0.02</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(minority)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.390(^b)</td>
</tr>
<tr>
<td>CoRhMnSi</td>
<td>0.57</td>
<td>100</td>
<td>1.25</td>
<td>0.44</td>
<td>3.31</td>
<td>-0.02533</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(minority)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a, b\) [84]

In Table 5, the calculated local and total magnetic moments under the equilibrium lattice constant of CoRhYSi \((Y = \text{Mn, Cr}) \) compounds are given. CoCrRhSi compound displays a ferromagnetic behavior, that is appeared from the total magnetic moment of 4.00 \( \mu_B \). Also, CoMnRhSi compound expresses a ferromagnetic behavior with total magnetic moment of 5.00 \( \mu_B \). From the local magnetic moments of Cr, Mn and Co atoms, the major benefaction comes of the total magnetic moment of CoCrRhSi and CoMnRhSi. To the total magnetic moments, the metalloid atom (Si) reveals a negligible contribution. The half-metallicity of material is stated by the Slater-Pauling rule, and its total magnetic moment. Also, the half-metallic behavior is
depending in the integer value of total magnetic moment. For the CoRhYSi \((Y = \text{Mn, Cr})\) compounds, the Slater-Pauling rule is given by the following equation [105], [106]:

\[
M_{tot} = (Z_{tot} - 20)\mu_B
\]

Equation 72

Where \(M_{tot}\) is the total magnetic moment, and \(Z_{tot}\) is the accumulated number of valence electrons. The integer values of 4.00 and 5.00 \(\mu_B\) for CoRhYSi \((Y = \text{Mn, Cr})\) alloys are shown in this table 5, confirming the half-metallic behavior of these QHAs. As a result, these QHAs appear to be potential candidates for future spintronic applications [107]. In the cases of CoCrRhSi and CoMnRhSi alloys, however, the Cr and Mn atoms have local magnetic moments of 2.41 and 3.31 \(\mu_B\), respectively. In the case of CoCrRhSi and CoMnRhSi alloys, the coupling between the local magnetic moments of Cr and Mn atoms and those of Co and Rh atoms is ferromagnetic. Rh atoms in CoCrRhSi and CoMnRhSi, with local magnetic values of 0.36 and 0.44 \(\mu_B\), respectively. The linear relationship between Curie temperature \((TC)\) and total magnetic moments is acknowledged to be one of the methods that has been used to estimate the Curie temperature [83], [99], [108], [109]:

\[
T_C = 23 + 181M_{tot}
\]

Equation 73

The value of Curie temperature for CoCrRhSi and CoMnRhSi alloys is found to be 747 and 928 K, respectively.

### 4.7 Thermoelectric Properties

By using the Boltzmann’s transport theory with constant relaxation time approximation, the thermoelectric properties of CoRhYSi \((Y = \text{Mn, Cr})\) quaternary Heusler compounds were examined [100], [110]. Predicting the electronic transport properties by this method of approximation showed good results comparing with the experimental measurements [111]–[114]. To calculate the thermoelectric properties, the constant relaxation time of \(\tau \sim 0.5 \times 10^{-15} \text{ s} \) was
used. Similar systems, such as FeRhCrSi and FeRhCrGe QHAs, were also examined [115]. When the materials have a narrow band gap, they could have a great efficiency to transform the heat to electricity [116]. These alloys were observed to have small band gaps of 0.542 eV and 0.576 eV in the majority spin channel, making them particularly promising for thermoelectric applications.

A semiconductor with a narrow band gap is assumed to have high thermoelectric properties [117]–[119]. The Seebeck coefficient (S) and the electrical conductivity (σ) are depending in the spin in the half-metallic material.

The following equations are used to compute the Seebeck coefficient (S), electrical conductivity (σ), and electronic thermal conductivity (k_e) [120]:

\[ \sigma_{\alpha\beta}(T, \mu) = \frac{1}{\Omega} \int \sigma_{\alpha\beta}(\varepsilon) \left[ -\frac{\partial f_{\mu(T,\varepsilon)}}{\partial \varepsilon} \right] d\varepsilon \]  

Equation 74

\[ k_{\alpha\beta}(T, \mu) = \frac{1}{e^2} \int \sigma_{\alpha\beta}(\varepsilon) \left( \varepsilon - \mu \right)^2 \left[ -\frac{\partial f_{\mu(T,\varepsilon)}}{\partial \varepsilon} \right] d\varepsilon \]  

Equation 75

\[ S_{\alpha\beta}(T, \mu) = \frac{1}{eT\Omega} \int \sigma_{\alpha\beta}(\varepsilon) \left( \varepsilon - \mu \right) \left[ -\frac{\partial f_{\mu(T,\varepsilon)}}{\partial \varepsilon} \right] d\varepsilon \]  

Equation 76

\[ \sigma_{\alpha\beta} = \frac{e^2}{N_k} \sum_{l,k} \tau \nu_\alpha(i, k) \nu_\beta(i, k) \frac{\delta(\varepsilon - \varepsilon_{l,k})}{d\varepsilon} \]  

Equation 77

Where \( \sigma \) is the electrical conductivity, \( k_e \) is the electric thermal conductivity, \( S \) is the Seebeck coefficient, \( \alpha \) and \( \beta \) are tensor components, and \( \Omega, \nu, and N_k \) are the chemical potential.

The total Seebeck coefficient and electrical conductivity of the majority and minority spin channels were calculated using the two-current model, as shown in [121]:

\[ S = \left( S_\uparrow \sigma_\uparrow + S_\downarrow \sigma_\downarrow \right) / \sigma_\uparrow + \sigma_\downarrow \]  

Equation 78

Where (\( \uparrow \)) and (\( \downarrow \)) are the spin-up and spin-down channels, and the \( \sigma_{total} \) is the total electrical conductivity that is written as [121]:

\[ \sigma_{total} = (\sigma_\uparrow + \sigma_\downarrow) \]  

Equation 79
The Seebeck coefficient of spin-up and spin-down channels and the total S as a function of the chemical potential at 300 K and 800 K show in Figure 8 (a), (b). The total Seebeck coefficient values increase as the temperature goes up, as can be seen in this graph. The highest values of S for the CoCrRhSi and CoMnRhSi alloys are achieved at 800 K, with values of 7.86976 $\mu V/K$ and 37.6746 $\mu V/K$, respectively. At 300 K and 800 K, Figure 8 (c), (d) shows the electrical conductivity ($\sigma$) as a function of the chemical potential. The electrical conductivity of the n-type is found to be higher than that of the p-type. Furthermore, the impact of temperature on values is shown to be minimal. Additionally, Figure 8 (e), (f) indicates that $k_e$ behaves similarly to $\sigma$ (n-type $k_e$ values are higher than p-type $k_e$ values). The direct relationship between electrical conductivity and electronic thermal conductivity ($k_e$), which is approximated by the Wiedemann–Franz equation ($k_e = L\sigma T$) is responsible for this [100]. Therefore, as the temperature goes up, the $k_e$ values increase as well. The power factor (PF) is shown in Fig. 5 (g), (h), with the values increasing as the temperature increases. At 800 K, the maximum PF values for CoCrRhSi and CoMnRhSi alloys are $20.2596 \times 10^{11}$, and $31.1445 \times 10^{11} Wm^{-1}K^{-2}$, respectively. The lattice thermal conductivity ($k_l$) of the investigated alloys was computed using Slack's equation, which is one of the most accurate techniques for computing $k_l$ value, as follows [122]–[125]:

$$K_l = A \frac{\overline{M} \Theta^2 V^{1/3}}{\gamma^2 n^{2/3} \Theta T}$$

Equation 80

$$A = \frac{2.43 \times 10^{-6}}{1 - \frac{0.514}{\gamma} + \frac{0.228}{\gamma^2}}$$

Equation 81

Where $A$, $\overline{M}$, $\Theta$, $V$, $\gamma$, $n$, $T$ and $T$ are the average atomic mass, Debye temperature, volume per atom, Grüneisen parameter, number of atoms in the primitive unit cell, and temperature, respectively [125]. The Debye temperature and the Grüneisen parameter are derived using the following formulae based on the elastic constant computations [125], [126]:

34
\[ \Theta_D = \frac{h}{k_B} \left(\frac{3n_\rho N_A}{4\pi M}\right)^{1/3} v_m \]  
Equation 82

\[ v_m = \left[ \frac{1}{3} \left( \frac{2}{v_t^2} + \frac{1}{v_t^2} \right) \right]^{-1/3} \]  
Equation 83

\[ v_t = \sqrt{\frac{G}{\rho}} \]  
Equation 84

\[ \gamma = \frac{9-12(v_t/v_c)^2}{2+4(v_t/v_c)^2} \]  
Equation 85

The Planck constant, density, Avogadro's number, Boltzmann constant, and molecular weight are represented by the constants \( h, \rho, N_A, K_B, \) and \( M, \) respectively, whereas \( v_m, v_t, \) and \( v_t \) are the average, transverse, and longitudinal sound velocities, respectively. Table 6 shows that the Debye temperatures of CoCrRhSi and CoMnRhSi alloys are 420.78573 K, and 454.28902 K, respectively. This table shows that decreasing the average sound velocities lowers the Debye temperature, which is consistent with previous computations by Co2MnAl, Co2MnGa, and Co2MnIn [101]. A high Debye temperature indicates that the material is hard, whereas low values are noticeable in soft materials [84].
Figure 8. a, b the Seebeck coefficient (S), c, d electrical conductivity (σ), and e, f power factor PF ($S^2\sigma$) as a function of the chemical potential at temperatures of (300 K, 800 K) for CoRhYSi (Y = Mn, Cr) QHAs.

Table 6. The Debye temperature $\Theta_D$ (K), average sound velocity $v_m$ (m/s), transverse sound velocity $v_t$ (m/s), longitudinal sound velocity $v_l$ (m/s), density $\rho$ (kg/m$^3$), and Grüneisen parameter $\gamma$ for CoRhYSi (Y = Mn, Cr) QHAs.

<table>
<thead>
<tr>
<th>Alloys</th>
<th>$\Theta_D$</th>
<th>$v_m$</th>
<th>$v_t$</th>
<th>$v_l$</th>
<th>$\rho$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoCrRhSi</td>
<td>420.78573</td>
<td>3274.84773</td>
<td>2909.84588</td>
<td>6176.90820</td>
<td>8186.08620</td>
<td>2.19</td>
</tr>
<tr>
<td>CoMnRhSi</td>
<td>454.28902</td>
<td>3533.46082</td>
<td>3151.32506</td>
<td>6250.75660</td>
<td>8073.10299</td>
<td>1.97</td>
</tr>
</tbody>
</table>

Using the aforementioned values, the lattice thermal conductivity ($K_l$) was calculated (see Figure 9). The lattice thermal conductivity of CoRhYSi (Y = Mn, Cr) alloys declines as temperature rises, as seen in this graph. At 300 K, the lattice thermal conductivity of CoCrRhSi
and CoMnRhSi is 1.84065 and 2.95174 $Wm^{-1}K^{-1}$, respectively, and at 800 K, the lattice thermal conductivity of CoCrRhSi and CoMnRhSi is 0.690245 and 1.1069 $Wm^{-1}K^{-1}$, respectively. At 300 K, these values are lower than related structures like CoFeCrGe (11.01 $Wm^{-1}K^{-2}$) and CoFeTiGe (12.26 $Wm^{-1}K^{-2}$) [85]. Figure 10 shows the figure of merit ZT values as a function of chemical potential at 300 and 800 K. At 800 K, CoRhYSi (Y = Mn, Cr) alloys have greater ZT values, as shown in this figure 9. At 800 K, CoCrRhSi and CoMnRhSi have the highest n-type ZT values of 0.838235 and 2.04368 eV, respectively. These ZT values are greater than recent calculations of 0.45 eV and 0.41 eV for FeRhCrSi and FeRhCrGe QHAs, respectively, at 800 K [115].

Figure 9. a, b electronic thermal conductivity ($\kappa_e$) and the lattice thermal conductivity ($\kappa_l$) as a function of the temperature for CoRhYSi (Y = Mn, Cr) as a function of the chemical potential at (300 K, 800 K) for CoRhYSi (Y = Mn, Cr) alloys

Figure 10. The figure of merit (ZT) as a function of the chemical potential at (300 K, 800 K) for CoRhYSi (Y = Mn, Cr) alloys
Chapter 5: Conclusion

DFT computations are used to investigate the structural, thermodynamic, dynamical, mechanical, electronic, magnetic, and thermoelectric properties of CoRhYSi (Y = Mn, Cr) quaternary Heusler alloys. The Y-Type-II structure was found to be the most stable configuration for these QHAs based on total energy calculations. These CoCrRhSi and CoMnRhSi alloys exhibit half-metallic behavior with band gaps of 0.542 and 0.576 eV, respectively. With an integer total magnetic moments of 4.00 and 5.00 $\mu_B$ and a spin-polarization of 100 %, they show half-metallic ferromagnetic properties. Because of their half-metallic ferromagnetic properties, they appear to be good candidates for spintronic applications. CoRhYSi (Y = Mn, Cr) QHAs have good thermoelectric properties, according to calculations utilizing the semiclassical Boltzmann transport theory within the constant relaxation time approximation. At 800 K, the maximum values of the power factor for CoCrRhSi and CoMnRhSi QHAs, respectively, are $20.2596 \times 10^{11}$ and $31.1445 \times 10^{11}$ $Wm^{-1}K^{-2}$. The calculations predict that n-type CoCrRhSi and CoMnRhSi have the highest ZT values of 0.84 and 2.04, respectively, whereas CoMnRhSi has the highest p-type ZT value of 2.04 at 800 K. As a result, these alloys have the potential to be used in thermoelectric applications at high temperatures.
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Appendix A: List of Equations

\[ P = \rho \text{upEF} - \rho \text{dn}(\text{EF})\rho \text{upEF} + \rho \text{dn}(\text{EF})X 100\% \quad \text{(Equation 1)} \]

\[ M_{\text{tot}} = (Z_{\text{tot}} - 2N \downarrow)\mu B \quad \text{(Equation 2)} \]

\[ Z_T = S2\sigma T / (KL + Ke) \quad \text{(Equation 3)} \]

\[ S = 8\pi 2kB2T3eh2m * (\pi 3n)^2/3 \quad \text{(Equation 4)} \]

\[ \sigma = ne\mu \quad \text{(Equation 5)} \]

\[ PF = S2\sigma \quad \text{(Equation 6)} \]

\[ S \approx (Sn\sigma + Sp\sigma)(\sigma n + \sigma p) \quad \text{Equation 7} \]

\[ Z_T = (S2\sigma T/ke) \times (ke/kL + ke) \quad \text{Equation 8} \]

\[ i\hbar \frac{\partial \Phi (r, t)}{\partial t} = -\hbar^2 2m \nabla^2 \Phi r, t + V\Phi r, t \quad \text{Equation 9} \]

\[ \hbar^2 2m \nabla^2 \Phi r, t + V\Phi r t = E \Phi (r) \quad \text{Equation 10} \]

\[ H = T + V \quad \text{Equation 11 Which is the sum of the kinetic and potential energies. The kinetic energy is defined as} \]

\[ T = p22m \quad \text{Equation 12} \]

\[ H\Phi = E\Phi \quad \text{Equation 13} \]

\[ H\Phi (ri, Ri) = E\Phi (ri, Ri) \quad \text{Equation 14} \]

\[ H = TNR + Ter + VNNR + VNeR, r + Veer \quad \text{Equation 15} \]

\[ TN = \hbar 2m22n = 1N\nN2 \quad \text{Equation 16} \]

\[ Te = -\hbar 2m2ei = 1N\nI2 \quad \text{Equation 17} \]

\[ VNN = i > JZlZ2RI - RJ \quad \text{Equation 18} \]

\[ VeN = -i, IZle2RI - jr \quad \text{Equation 19} \]

\[ Vee = i > je2ri - jr \quad \text{Equation 20} \]

\[ He = Ter + VNeR, r + Veer \quad \text{Equation 21} \]

\[ He = Ter = -\hbar 2m2ei = 1N\nI2 + VeN = -i, IZle2RI - jr + Vee = i > je2ri - jr \quad \text{Equation 22} \]

\[ Ter + VNeR, r + Veer\psi nN = E\psi nN \quad \text{Equation 23} \]
\[ \psi (r_1, ..., r_N, S_1, ..., S_N) \quad \text{Equation 24} \]
\[ \psi x_1, x_2 = \psi x_1|S_1\psi x_2|S_2 \quad \text{Equation 25} \]
\[ = 12\psi x_1|S_1\psi x_2|S_2 = 12\psi x_1|S_1\psi x_2|S_2 \quad \text{Equation 26} \]
\[ \psi x_1, x_2 = 1N|\psi x_1|S_1\psi x_2|S_2 ... \psi x_N|S_N\psi x_2|S_2 ... \psi x_2|S_2 \quad \text{Equation 27} \]
\[ (-\hbar^2 2m\psi^2 + V) = Ei \psi (r) \quad \text{Equation 28} \]
\[ E_{\text{tot}} \rho r = 3(3\pi 2)/310 \rho (r) 53d3r - Z \rho r r d3r + 12 \rho (r_1) \rho (r_2) r_1 - r_2 d3r d3r_2 \quad \text{Equation 29} \]
\[ \rho d3r = N \quad \text{Equation 30} \]
\[ E_{\text{tot}} \rho r = FHK \rho r + \rho r V_{E N r} d r \quad \text{Equation 31} \]
\[ FHK \rho r = T \rho r + V_{E r} = T_0 \rho r + V_{E H r} + V_{E c r} \quad \text{Equation 32} \]
\[ V_{x} = E_{E H F} - E H \quad \text{Equation 33} \]
\[ V_{c} = E_{\text{exact}} - E_{H F} \quad \text{Equation 34} \]
\[ E_{\text{tot}} n r = T_0 n r + V_{H n r} + V_{x c n r} + V_{E N n r} \quad \text{Equation 35} \]
\[ n r = i = 1 \text{occu} \psi_1 \cdot r \psi i r \quad \text{Equation 36} \]
\[ T + V_{\text{eff}} \psi = E i \psi \quad \text{Equation 37} \]
\[ V_{\text{eff}} = V_{E N} + V_{H} + V_{x c} \quad \text{Equation 38} \]
\[ V_{E N} = -14\pi \varepsilon_0 n = 1Z n e_2 r_1 - R_n \quad \text{Equation 39} \]
\[ V_{H} = 14\pi \varepsilon_0 n (r) e_2 r_1 - r j d r j \quad \text{Equation 40} \]
\[ V_{H} = \delta V_{x c n}(r) \delta n(r) \quad \text{Equation 41} \]
\[ E_{\text{tot}} R_1, ..., R_n = E_i - 12E_{H n 0 r} + V_{x c n 0}(r) - V_{x c r 0 d r} + V_{N N R 1, ..., R_n} \quad \text{Equation 42} \]
\[ \text{Exc} = n \varepsilon \text{excnr} d r \quad \text{Equation 43} \]
\[ \varepsilon \text{excnr} = \varepsilon \text{xn} + \varepsilon \text{cnr} \quad \text{Equation 44} \]
\[ \varepsilon \text{xn} = -34(3n(r)\pi)^{1/3} \quad \text{Equation 45} \]
\[ \text{ExcGGA} = n \varepsilon \text{excnr} F (\nabla n r) d r \quad \text{Equation 46} \]
Exc = Exexact + Ec  

Exc = ExDFT + EcDFT = Exexact + Ecnd + ExDFT  

f0 = 11 + \exp(\varepsilon k - \mu(r)kBT(r)) \quad Equation 47  

\frac{\partial f}{\partial t} = -f - f0\tau \quad Equation 48  

\sigma_{\alpha\beta}, \mu = 1\Omega\sigma_{\alpha\beta}(\varepsilon) - \partial f\mu(T, \varepsilon) \partial \varepsilon \quad Equation 49  

\kappa\alpha\beta, \mu = 1e2T\Omega\sigma_{\alpha\beta}(\varepsilon)2 - \partial f\mu(T, \varepsilon) \partial \varepsilon \quad Equation 50  

S\alpha\beta, \mu = 1eT\Omega\sigma_{\alpha\beta}(T, \mu)\sigma_{\alpha\beta}(\varepsilon)2 - \partial f\mu(T, \varepsilon) \partial \varepsilon \quad Equation 51  

\sigma_{\alpha\beta} = e2Nki, \kappa \nu \alpha i, k\nu\beta(i, k)\delta(\varepsilon - \varepsilon_i, k) \delta \varepsilon \quad Equation 52  

Eform = E_{tot} - (E_{Cobulk} + E_{Rhbulk} + E_{Ybulk} + EZ = S_{bulk}) \quad Equation 53  

kL\alpha\beta = 1kBT2\Omega N\lambda f0(f0 + 1)(\hbar\omega\lambda)2\nu\lambda\alpha\beta \quad Equation 54  

(C11 - C12)/2 > 0 \quad Equation 55  

(C11 + 2C12)/3 > 0 \quad Equation 56  

B > 0 \quad Equation 57  

C12 < B < C11 \quad Equation 58  

C44 > 0 \quad Equation 59  

B = (C11 + 2C12)/3 \quad Equation 60  

G = (GV + GR)/2 \quad Equation 61  

GR = 5C44C11 - C124C44 + 3(C11 - C12) \quad Equation 62  

GV = C11 - C12 + 3C445 \quad Equation 63  

E = 9BG/(3B + G) \quad Equation 64  

v = (3B - 2G)/2(3B + G) \quad Equation 65  

A = 2C44/(C11 - C12) \quad Equation 66  

Cp = C12 - C44 \quad Equation 67  

Tmelt = 553 K + 5.91 KGPaC11 ± 300 K \quad Equation 68  

P = \rho \uparrow (Ef) - \rho \downarrow (Ef)\rho \uparrow (Ef) + \rho \downarrow (Ef) \times 100 \quad Equation 69  

\text{51}
\[ M_{\text{tot}} = (Z_{\text{tot}} - 20)\mu B \quad \text{Equation 72} \]
\[ T_C = 23 + 181M_{\text{tot}} \quad \text{Equation 73} \]
\[ \sigma_{\alpha\beta T, \mu} = 1\Omega\sigma_{\alpha\beta}(\epsilon) - \partial f(\mu, \epsilon) \partial \epsilon d\epsilon \quad \text{Equation 74} \]
\[ k\alpha T, \mu = 1e^2T\Omega\sigma_{\alpha\beta}(\epsilon - \mu)^2 - \partial f(\mu, \epsilon) \partial \epsilon d\epsilon \quad \text{Equation 75} \]
\[ S_{\alpha\beta T, \mu} = 1e^2T\sigma_{\alpha\beta}(\mu)\sigma_{\alpha\beta}(\epsilon - \mu) - \partial f(\mu, \epsilon) \partial \epsilon d\epsilon \quad \text{Equation 76} \]
\[ \sigma_{\alpha\beta} = e^2N\kappa, \kappa \nu\alpha_i, \kappa\nu\beta(i, k)\delta(\epsilon - \epsilon_i, k)d\epsilon \quad \text{Equation 77} \]
\[ S = (S \uparrow \sigma \uparrow + S \downarrow \sigma \downarrow) / \sigma \uparrow + \sigma \downarrow \quad \text{Equation 78} \]
\[ \sigma_{\text{total}} = (\sigma \uparrow + \sigma \downarrow) \quad \text{Equation 79} \]
\[ K_I = AM^3D3V1^{1/3}/3\gamma 2n2/3T \quad \text{Equation 80} \]
\[ A = 2.43 \times 10^{-6} - 61 - 0.514\gamma + 0.228\gamma^2 \quad \text{Equation 81} \]
\[ \Theta D = hkB(3n\rho NA4\pi M)^{1/3}vm \quad \text{Equation 82} \]
\[ vm = [13(2vt3 + 1vt3)] - 1/3 \quad \text{Equation 83} \]
\[ vt = G\rho \quad \text{Equation 84} \]
\[ \gamma = 9 - 12(vt/vt)2 + 4(vt/vt)2 \quad \text{Equation 85} \]