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ABSTRACT

Sentiment analysis (SA) or opinion mining is analysis of emotions and opinions from
texts. It is one of the active research areas in Natural Language Processing (NLP). Various
approaches have been deployed in the literature to address the problem. These techniques
devise complex and sophisticated frameworks in order to attain optimal accuracy with their
focus on polarity classification or binary classification. In this paper, we aim to fine-tune
BERT in a simple but robust approach for movie reviews sentiment analysis to provide
better accuracy than state-of-the-art (SOTA) methods. We start by conducting sentiment
classification for every review, followed by computing overall sentiment polarity for all the
reviews. Both polarity classification and fine-grained classification or multi-scale sentiment
distribution are implemented and tested on benchmark datasets in our work. To optimally
adapt BERT for sentiment classification, we concatenate it with a Bidirectional LSTM (BiL-
STM) layer. We also implemented and evaluated some accuracy improvement techniques
including Synthetic Minority Over-sampling TEchnique (SMOTE) and NLP Augmenter
(NLPAUG) to improve the model for prediction of multi-scale sentiment distribution. We
found that including NLPAUG improved accuracy, however SMOTE did not work well.
Lastly, a heuristic algorithm is applied to compute overall polarity of predicted reviews from
the model output vector. We call our model BERT+BIiLSTM-SA, where SA stands for Sen-
timent Analysis. Our best-performing approach comprises BERT and BiLSTM on binary,
three-class, and four-class sentiment classifications, and SMOTE augmentation, in addition
to BERT and BiLSTM, on five-class sentiment classification. Our approach performs at
par with SOTA techniques on both classifications. For example, on binary classification, we

obtain 97.67% accuracy, while the best performing SOTA model, NB-weighted-BON+dv-



cosine, has 97.40% accuracy on the popular IMDb dataset. The baseline, Entailment as
Few-Shot Learners (EFL), is outperformed on this task by 1.30%. On the other hand, for
five-class classification on SST-5, the best SOTA model, RoBERTa+large+Self-explaining,
has 55.5% accuracy, while we obtain 59.48% accuracy. We outperform the baseline on this

task, BERT-large, by 3.6%.
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1 Introduction

Sentiment Analysis aims to determine the polarity of emotions like happiness, sorrow,
grief, hatred, anger, and affection and opinions from text, reviews, and posts, which are avail-
able in many media platforms [1]. Sentiment analysis helps in tracking people’s viewpoints.
For example, it is a powerful marketing tool that enables product managers to understand
customer emotions in their various marketing campaigns. It is an important factor when
it comes to social media monitoring, product and brand recognition, customer satisfaction,
customer loyalty, advertising and promotion’s success, and product acceptance. It is among
the most popular and valuable tasks in the field of NLP [2]. Sentiment analysis can be
conducted as polarity classification or binary classification and fine-grained classification or
multi-scale sentiment distribution.

Movie reviews is an important approach to assess the performance of a particular
movie. Whereas providing a numerical or star rating to a movie quantitatively tells us about
the success or failure of a movie, a collection of movie reviews is what gives us a deeper
qualitative insight on different aspects of the movie. A textual movie review tells us about
the strengths and weaknesses of the movie and deeper analysis of a movie review tells if
the movie generally satisfies the reviewer. We work on Movie Reviews Sentiment Analysis
in this study because movie reviews have standard benchmark datasets, where salient and
qualitative works have been published on, in [3], for example.

BERT is a popular pre-trained language representation model and has proven to

perform well on many NLP tasks like named entity recognition, question answering and



text classification [4]. It has been used in information retrieval in [5] to build an efficient
ranking model for industry use cases. The pre-trained language model was also successfully
utilised in [6] for extractive summarization of text and used for question answering with
satisfactory results in [7]. Yang et al. [§] efficiently applied the model in data augmentation
yielding optimal results. BERT has been primarily used in [9] for sentiment analysis, but
the accuracy is not satisfactory.

In this paper, we fine-tune BERT for sentiment analysis on movie reviews, comparing
both binary and fine-grained classifications, and achieve, with our best method, accuracy
that surpasses state-of-the art (SOTA) models. Our fine-tuning couples BERT with Bidirec-
tional LSTM (BiLSTM) and use the resulting model for binary and fine-grained sentiment
classification tasks. To deal with class imbalance problem for fine-grained classification, we
also implement oversampling and data augmentation techniques.

Fine-tuning is a common technique for transfer learning. The target model copies all
model designs with their parameters from the source model except the output layer and fine-
tunes these parameters based on the target dataset. The main benefit of fine-tuning is no
need of training the entire model from scratch. Hence, we are fine-tuning BERT by adding
BiLSTM and train the model on movie reviews sentiment analysis benchmark datasets.
BERT processes input features bidirectionally [4], so does BiLSTM [10]. The primary idea
behind bidirectional processing is to present each training sequence forwards and backwards
to two separate recurrent nets, both of which are connected to the same output layer [10].
That is, both BERT and BiLSTM do not process inputs in temporal order, their outputs
tend to be mostly based on both previous and next contexts.

Following that, we compute an overall polarity on the output vector from BERT+BiLSTM-



SA using a heuristic algorithm adopted from [11]. The algorithm in their paper is applied on
the output vector from three-class classification on Twitter dataset by LSTM. In this work,
we apply the algorithm differently depending on whether the output vector is from binary,
three-class , four-class, or five-class classification. Hence, there are four different versions of
the algorithm corresponding to four different classifications being carried out in our work.
We present all the algorithms in Section 3.1.

Therefore, we divide our work into 2 main goals which aim to provide answers to the

following questions:

1. How to effectively fine-tune BERT to improve accuracy measure on Movie Reviews

Sentiment Analysis.

2. How to compute an overall polarity of a collection of movies reviews sentiments pre-

dicted by BERT+BILSTM-SA.

In order to achieve goal 1, we will try to fine-tune BERT with BiLSTM, and goal
2 will be achieved by variably applying a heuristic algorithm on BERT output vector from

BERT+BILSTM-SA.



2 Related Work

2.1 Sentiment Analysis

Determining sentiment orientation of a text is an active research domain in NLP.
This can be conducted in the context of polarity classification, fine-grained analysis, aspect-
based analysis, and multi-lingual analysis. We start by presenting work done on the former
two. A step-by-step lexicon-based sentiment analysis using the R open-source software is
presented in [12]. The study conducted polarity classification by assessing the predictive
accuracy of built-in lexicons using 1,000 movie review. The approach was applied on IMDb
dataset and an 81.30% accuracy was obtained. Conversely, in [1], a different study im-
plemented and compared traditional machine learning techniques like Naive Bayes (NB),
K-Nearest Neighbours (KNN), and Random Forests (RF) for sentiment analysis on movie
reviews. Their results on IMDb benchmark showed that NB was the best classifier on the
task with 81.45% accuracy. Mesnil et al. [2] used a slightly distinct approach by deploying
an ensemble generative technique for various machine learning approaches on movie reviews
sentiment analysis and obtained 90.57% accuracy, whilst Dael et al. [13], in another study
with a different dataset called Cornell movie review dataset, used only KNN with the help of
information gain technique and obtained 90.8% accuracy. These results indicate that KNN
has been a powerful traditional machine learning technique for movie reviews sentiment
analysis. In [14], the authors proposed training document embeddings using cosine similar-

ity and feature combination with NB weighted bag of n-grams. Preliminary, they compared



training document embeddings with cosine similarity against dot product, and cosine sim-
ilarity gave best results. Their experiments on IMDDb dataset achieved higher accuracy of
91.42%. In addition, Singh et al. [15] applied mixed objective function for binary classifi-
cation on sentiment analysis on IMDb benchmark. Their approach reported error rate of
9.95%. The aforementioned models targeted polarity classification only. Nevertheless, both
binary classification and fine-grained classifications on sentiment analysis were implemented
in the following two studies. Semwal et al. [16] has used transfer learning, while Wang et
al. [17], has utilised entailment and few-shot learning. Both studies used IMDb, SST-2,
and MR benchmarks for binary classification, and Yelp and SST-5 for fine-grained classifi-
cation. Average accuracy of 87.57% is reported in [16] on binary datasets, while [17] has
reported 88.16%. For fine-grained classification, they reported average accuracy of 52.65%
and 54.65%, respectively.

In our work, we adopt both polarity and fine-grained classifications from [17] but use
deep learning techniques and BERT pre-trained language model. We also adopt transfer

learning from [16].

2.2 Deep learning

2.2.1 Deep Learning on Sentiment Analysis

Deep Learning (DL) is a SOTA technique for most NLP tasks, sentiment analysis
is not exceptional. Zhang et el. [18] explored Character-level Convolution Neural Networks
(CCNNs) for text classification on Yelp and Amazon benchmarks and compared them against

bag of words, n-grams and their TF-IDF variants, word-based CNNs and Recurrent Neural



Networks (RNNs). Best error rates of 7.82% on Yelp and 6.93% on Amazon were reported.
On yelp, their result was outperformed by n-grams, which had 6.36% error rate. Overall
results from the paper suggest that performance of the model relied on many factors, such
as dataset size, whether texts were curated, and choosing the alphabet by distinguishing
between uppercase and lowercase letter. In a different study, Shen, et al. [19] devised a
different approach with CNNs. They applied meta network to learn context-sensitive con-
volutional filters for text processing in order to abstract the contextual information of a
sentence or document into a set of input-aware filters. The approach was applied on Yelp
and produced 4.89% error rate, which is better than the former approach. However, as these
networks go deeper, the associated computational complexity increases, which poses serious
challenges in practical applications. Additionally, DL pipelines are data hungry. Hence,
shallow word-based Deep Pyramid CNNs (DPCNN) for text categorization were proposed
in [20] to mitigate these problems. The authors studied deepening of word-level CNNs to
capture global representations of text, and they obtained best accuracy by increasing the
network depth without largely increasing computational cost. Their technique was evaluated

on Yelp and Amazon datasets, and obtained error rates of 7.88% and 7.92%, respectively.

2.2.2 Deep Learning on Movie Reviews Sentiment Analysis

To start with, RNNs and CNNs architectures performances were explored for seman-
tic analysis of movie reviews in [21]. Predefined 300-dimensional vectors from word2vec were
used instead of training the word vectors along other parameters using samples. RNNs were
outperformed by CNNs, which gave best accuracy of 46.4% on SST dataset. It was con-

cluded that basic RNNs were not an efficient model to represent structural and contextual



properties of the sentence. On the same note, basic RNNs suffer from the problem of van-
ishing or exploding gradients when the network goes very deep, thereby leading to model
underfitting and overfitting. As a result, Coupled Oscillatory RNN (CoRNN), which is a
time-discretization of a system of second-order ordinary differential equations, was proposed
in [22] to mitigate the exploding and vanishing gradients problem. The time-discretization
feature enabled them to model networks of controlled nonlinear oscillators, which proved pre-
cise bounds on the gradients of the hidden states, thereby mitigating the exploding and van-
ishing gradient problem for basic RNNs. They achieved 87.4% accuracy on IMDb. LSTMs
also help in mitigating the problem in question. Hence, Bodapati et al. [23] used LSTM on
movie reviews sentiment analysis by investigating the impact of different hyper parameters
like dropout, number of layers, and activation functions. LSTMs are good in modeling very
long sequences of data. Applying their experiments on IMDDb, the network configuration
comprised embedding, LSTM layer, dense layer, 0.5 dropout, and 100 LSTM units provided
maximal accuracy of 88.46%. LSTMs adopt usage of additional gates for the purpose of
memorizing longer input data sequences. Now, whether the gates incorporated in the LSTM
architecture already offers a good generalization or additional training of data would be nec-
essary to further improve the prediction is not clear [24]. As a result, a BiILSTM network
for the task of text classification has also been applied via mixed objective function in [15]
using both supervised and unsupervised approaches. Their results show that a simple BiL-
STM model using maximum likelihood training can result in a competitive performance on
polarity classification. In fact, a 6.07% error rate is reported from the study.

BiLSTM gave better results compared with other deep learning methods. However,

with a 6.07% error rate, there is still room to improve performance on this task. Therefore,

7



in our work, we adopt BiLSTM here.

2.3 BERT

2.3.1 BERT and Sentiment Analysis

BERT is a popular SOTA pre-trained language model, which has provided salient
results on NLP tasks. In sentiment analysis, for example, Xu et al. [25] analyzed the at-
tentions and pre-trained hidden representations learned from a corpus on BERT for tasks
in Aspect-Based Sentiment Analysis (ABSA). Since this work focused on ABSA, it is con-
cluded in the paper that BERT uses very few self-attention heads to encode context words,
e.g prepositions or pronouns that indicate an aspect, and opinion words for an aspect. Con-
versely, Li et al. [26] investigated the modeling power of contextualized embeddings from
BERT on an end-to-end ABSA task. The focus was on exploring to couple the BERT em-
bedding component with various neural models. Their results suggest that BERT is also
impressive when coupled with other models, and it worked well with Gated Recurrent Units
(GRU). Gao et. al [27] also applied the pre-trained language model on target-dependent
sentiment classification. The emphasis was to verify if its context-aware representation can
achieve similar performance improvement in ABSA. Their findings suggest that coupling
BERT with complex neural networks that used to work well with embedding representations
does not show much value on ABSA.

Other studies have used BERT by applying transfer learning. In [28], they fine-
tuned a pre-trained BERT on ABSA by constructing an auxiliary sentence from the aspect

and convert ABSA to a sentence-pair classification task, e.g. Question Answering (QA) and



Natural Language Inference (NLI). Then, BERT was fine-tuned on the transformed task and
an accuracy of 92.8% was attained on SentiHood dataset. In a different study, BERT has
also been explored for fine-tuning on a novel task of Review Reading Comprehension (RRC)
and ABSA in [29] by first building an RRC dataset called ReviewRC based on a popular
benchmark for ABSA, then they explored a novel post-training fine-tuning approach on
BERT. The study achieved 90.47% accuracy. Results from these studies suggest that their
fine-tuning techniques are more effective.

It can be observed that BERT has been widely used on ABSA task. In this work, we
adopt the coupling technique as in Li et al. [26], but we couple BERT with BiLSTM on the

general movie reviews sentiment analysis task not ABSA.

2.3.2 BERT and Movie Reviews Sentiment Analysis

On Movie Reviews, Maltoudoglou et al. [30] used BERT for turning words into con-
textualized word embeddings with parameters fine-tuned on IMDb movie reviews corpus by
applying Inductive Conformal Prediction (ICP). Using BERT with ICP, they have reported
92.28% accuracy. Alaparthi and Mishra [31] have used a different approach. They have
compared BERT against SentiWordNet, logistic regression, and LSTM for Movie Reviews
sentiment analysis on IMDb dataset. The study aimed at finding relative efficacy of the four
sentiment analysis algorithms and undisputed superiority of the pre-trained advanced super-
vised BERT in sentiment classification from text. BERT outperformed other models with
92.31% accuracy. Both studies focused on binary classification. On the contrary, Munikar
et al. [9] used BERT for both binary and fine-grained classifications on SST-2 and SST-5

datasets, respectively. The model outperformed other deep learning based models, like CNN



and RNN, on both tasks attaining 93.7% accuracy on SST-2 and and 55.5% accuracy on
SST-5.

It can be concluded that deep learning techniques have been the most accurate ap-
proaches for sentiment analysis. In general, transfer learning by fine-tuning BERT has pro-
vided best results. However, considering the results reported and the capabilities of BERT,
there is still more room to improve their algorithms. Additionally, most of the studies
focused on either polarity classification or fine-grained classification, and most researchers
have not evaluated their approach on a wide variety of available SOTA benchmark datasets
for sentiment analysis. That is, for example, results are reported on either IMDb only or
SST variants only. As a result, in this work, we aim to fine-tune BERT by coupling with
BiLSTM [26] for both polarity classification and fine-grained sentiment classification, since
these techniques have given optimal results from the literature, and we adopt transfer learn-
ing from [16]. We also extend the previous works by computing overall polarity of sentiments
as done in [11]. While this study has computed overall polarity regarding a single output
vector from three-class classification by LSTM, we will compute from output vector of BERT
coupled with BiLSTM depending on a classification task. We will experiment our model on

IMDb, SST, MR, and Amazon benchmarks.
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3  Our Approach

3.1 Methodology

We present different techniques used in our work starting with description of sentiment
analysis and BERT. Afterwards, we explain how BERT is fine-tuned with BiLSTM, elucidate
how classification is applied in our tasks, explain accuracy improvement techniques, describe

overall polarity computation, and finish the chapter by talking about overview of our work.

3.1.1 Sentiment Analysis

Sentiment analysis is a sub-domain of opinion mining, which aims at the extraction
of emotions and opinions of people towards a particular topic from a structured, semi-
structured, or unstructured textual data [32]. It can be conducted as polarity classification or
fine-grained classification. Machine learning models following polarity classification classify
a text as either carrying a positive or negative sentiment. On the other hand, fine-grained
classification models use more than two classes in order to compute multi-scale sentiment

distribution. Both classifications are implemented in our context.

3.1.2 BERT

BERT [4] stands for Bidirectional Encoder Representations from Transformers and
was introduced by researchers from Google. BERT focuses on pre-training deep bidirectional
representations from unlabeled text by jointly conditioning on both left and right contexts

in all layers of the model. As a result, BERT can be fine-tuned with just one additional layer

11



for a downstream task like sentiment analysis or question answering. BERT was pre-trained

using the following two unsupervised tasks.

Masked Language Modeling: In this task, 15% of the tokens in the input sequence are
randomly masked. Then, the entire input sequence is fed to a deep bidirectional transformer

encoder, and the output softmax layer tries to predict the masked words[4, 9].

Next Sentence Prediction: BERT learns a relationship between two input sentences, A
and B, by predicting if the sentences follow each other in a particular monolingual corpus.
50% of the inputs are a pair in which the second sentence is the subsequent sentence in the
source document, while in the other 50% a random sentence from the corpus is chosen as
the second sentence during training [4, 9].

Because of multiple attention heads, BERT processes a sequence of input tokens in
parallel. There are two models of BERT, namely, BERTgasg and BERT Arge. We are using
BERTgasE, which has 12 layers, 768 hidden states, 12 attention heads, and 110M parameters,
whereas BERT [ Arqr has almost 2 times of each of these specifications. Specifically, we use
the uncased version of BERTgasg known as bert-base-uncased, which accepts input tokens
as lowercase.

BERT has its own format for the input tokens. The first token of every sequence
is denoted as [CLS]. This token corresponds to the last hidden layer, aggregates all the
information in the input sequence and is used for classification tasks. Sentences are packed
into a single input sequence and differentiated in two ways: using a special token [SEP] to

separate them and adding a learned embedding to every token identifying a sentence where

12



s — - C
E, — - T
5 — BERT - 0
: Backbone :

SEP — — SE}J
E, — —- T,

Figure 3.1: Simplified diagram of BERT

it belongs to.

Figure 3.1 shows a simplified diagram of BERT. E,, is an input representation of
a single token constructed by summing the corresponding token, segment, and position
embeddings; BERT Backbone represents main processing performed by BERT T,, is a hidden
state corresponding to token E,; and C' is a hidden state corresponding to aggregate token

[CLS]. So, we use C' as the input to the fine-tuning component for sentiment classification.

3.1.3 Fine-tuning BERT with BiLSTM

Since BERT is pretrained [4], there is no need of training the entire model from
scratch. Hence, we just need to transfer information from BERT to the fine-tuning layer
that is added and train this layer for sentiment analysis. This saves training time of the
resulting model.

Our fine-tuning works as follows. After data preprocessing, we build two input layers

13



to BERT, where names of the layers need to match the input values. These input values
are attention masks and input ids. In other words, attention masks and input ids are input
embeddings to the model.

The input embeddings are propagated through BERT afterwards. Dimensionality of
the embeddings depends on the input sequence length, batch-size, and number of units in
the hidden state. BiLSTM is then concatenated at the very end of BERT, and it includes
the dense layer. Therefore, BILSTM receives information from BERT and feeds it into
its dense layer, which then predicts respective classes for the input features. BERT and
BiLSTM shared same hyperparameters, and we specify all hyperparameters in section 4
under experimental settings. We illustrate the fine-tuning part of our model in Figure 3.2.
In the figure, input features are tokens in a review, input ids represent an input sequence,
and attention masks are binary tensors indicating the position of the padded indices to a
particular sequence so that the model does not attend to them. For the attention mask, we
use 1 to indicate a value that should be attended to, while 0 is used to indicate a padded
value. Padding helps in making sequences have same length when sentences have variable
lengths, which is common in NLP. Therefore, padded information is not part of the input
and should rarely be used in model generalisation. The output from BERT should have same
dimension as input to BiLSTM, which is set to 768 and is represented by C. On the same
note, we only feed C' to BILSTM. E; and T; mean similar items as E,, and T,,, respectively, in
Figure 3.1. BiLSTM has one hidden component. The hidden state have input dimension of
128 by 256 by 768. 128 represents batch-size, 256 is time steps, and 768 represents number
of units. Finally, there is a fully connected layer (dense layer) at the end, which has output
dimension of batch-seize by 1, since we are working on binary classification. The dense layer

14
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Figure 3.2: Fine-tuning part of BERT with BiLSTM

is used to predict a sentiment polarity of the input sequence.

Multi-class fine-tuning for BERT requires specifying number of classes to be used
in classification. Adding BiLSTM layer also made it easy specifying number of classes and
transitioning among all the classification tasks.

We also freeze weights of BERT first layers so that our focus dwells on the last
layers close to the fine-tuning component. These layers contain trainable weights which
are updated to minimize the loss during training of the model on our downstream task of

sentiment analysis.

3.1.4 Classification

We are fine-tuning BERT on both polarity classification and fine-grained classifica-
tion. Fine-grained classification is further divided into three modes of classification, which
are three-class or 3-point scale, four-class or 4-point scale and five-class or 5-point scale

classifications.

Polarity classification: Polarity classification or binary classification in this context is

defined as follows. Given a movie review R, classify it as carrying either a positive sentiment

15



or a negative sentiment. This is a primary classification task that is usually carried out for
sentiment analysis, since positive and negative polarities are the main sentiments that a text

can portray [2].

Three-class classification: This extends the binary classification by introducing a neutral
class [33]. The idea is that reviewers may not primarily and absolutely assign a positive or
negative sentiment to a movie, because they might not have a right choice at hand [11].
Additionally, there might be a tie between positive and negative words used in the review.
Therefore, these observations trigger inclusion of a neutral polarity. Three-class classification
is defined as follows. Given a movie review R, classify it as whether carrying negative, neutral,
or positive sentiment.

Alternatively, the output vector from binary classification can also be directly con-
verted into three-class classification instead of manipulating labels in the training data and
restarting the training process for the three class task. Since a sigmoid activation function
predicts a class for a given review by assigning varying confidence levels to negative and
positive classes, a neutral class can be included by using a delta value, §, whereby, the actual
output label can be overwritten by a neutral label if the difference between the probabilities
of the original two classes is less than §. However, this approach requires careful definition

of ¢ in order to have sensible results.

Four-class classification: We hierarchically extend binary version of IMDDb to four classes
by applying binary tree splitting. Binary tree splitting was applied in [34] using the concept of

binary segmentation to find homogeneous nodes in a tree. Binary splitting is applied to IMDb
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movie reviews dataset only in our work to split negative reviews into highly negative and
negative, and split positive reviews into positive and highly positive. Figure 3.3 illustrates
this idea, where D represents Dataset, and N, P, HN, and HP represent, Negative, Positive,
Highly Negative, and Highly Positive reviews, respectively. An extended explanation of
how binary tree splitting is applied is provided in Chapter 4 under IMDb dataset. Hence,
four-class classification is defined as follows. Given a movie review R, classify it as whether

carrying a highly negative, negative, positive, or highly positive sentiment.

Five-class classification: Five classes are used here as in [9] and [33]. While [33] used the
output vector obtained from this classification to estimate the distribution of data examples
across the five classes, we use the vector to find the overall polarity of all the predictions.
Five-class classification is defined as follows. Given a movie review R, classify it as whether
carrying a highly negative, negative, neutral, positive, or highly positive sentiment.

We use different classification point scales aiming at exploring how the polarity of a
given review and overall polarity of a collection of reviews varies as the classification becomes
more fine-grained, e.g. if a review is predicted as negative in a dataset that is used for binary
classification, how will its polarity be maintained if we extend labels in the binary dataset
to highly negative, negative, neutral, positive, and highly positive? The same applies for

overall polarity.

3.1.5 Accuracy Improvement Approaches

We separately resorted to some data oversampling and augmentation techniques in

order to enhance our model accuracy on fine-grained classification.
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Figure 3.3: Binary Tree Splitting

Oversampling: We used SMOTE oversampling technique. SMOTE (Synthetic Minority
Over-sampling TEchnique) first appeared in [35] to improve model performance on imbal-
anced datasets. For SMOTE only works with numerical data, we first converted reviews
in minority classes into numerical features and fed the output into SMOTE, which then

oversampled the features.

Augmentation: Data augmentation aims at reducing the degree of class imbalance and
maximizing the amount of information that can be extracted from limited resources available
[36]. We used NLP Augmenter (NLPAUG), which applies operations to textual input based
on abstractive summarization and utilises synonym replacement based on proximity of a
word embedding vector. This technique was successful in our experiments, and we briefly
illustrate it in (3.1).

Vave = F(Viy) (3.1)

Where Vape is an output matrix of augmented sentences, F' is the substractive summari-
sation augmentation function, and Vjy is the input matrix with raw text data. Both the
input and output matrices contain n vectors depending on the number of misrepresented or

minority classes in a dataset. Additionally, data examples in input vectors are randomly sam-
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pled from a particular misrepresented class, and there is a one-to-one mapping of sentences
between an input vector and a corresponding output vector.

After implementing these techniques, we first concatenated the output of SMOTE
with the original input data and trained the model on SST-5. Last, we separately did the

same with V4pg.

3.1.6 Overall polarity

We define overall polarity as the following. Given an output vector from BERT+BiLSTM-
SA containing sentiment labels of N reviews, compute the dominating polarity or sentiment
label in the vector. To compute the overall polarity of reviews, we feed the output vector of
BERT+BiLSTM-SA into a heuristic algorithm adopted from [11]. That is, BERT+BiLSTM-
SA first predicts a sentiment category of each review and the results are collected in an output
vector; labels of each class are then counted in the output vector; the output is then given
to the heuristic algorithm to compute a dominating polarity for the reviews altogether.

In our work, we extend the algorithm to also compute overall polarity from output
vector of binary, four-class, and five-class classifications. The reason being that the algorithm
is dependent on number of classes in the output vector to compute the overall polarity, so
we derived three variants of the algorithm accordingly.

Algorithm 1 shows how overall polarity is computed from output vector of three-
class classification. Consider the input as Twitter replies not reviews. The overall polarity is
first considered to be neutral if the proportion of neutral Twitter replies to a given tweet is
at least higher than a threshold, which is set to be 85%. The reason being that most replies

to a tweet are generally expected to be neutral, for not every reply can be expected to carry
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a positive or a negative polarity. Then, negative and positive sentiments are considered in
the output vector. Again, there is usually no exclusively positive or negative reply, that is
why a positive overall sentiment is assigned if there is at least 1.5 times as many negative
replies as positive replies, and vice versa. Meaning that the proportion of a dominating class
must be at least higher for all the replies to carry its sentiment polarity. Lastly, a neutral
sentiment polarity is given again when the total numbers of positive and negative replies are
close to each other, implying nonexistence of dominance between the two sentiments in the
replies.

In our formulations, 1.2 was used as variable coefficient instead of 1.5 to determine
majority gap for decision making. That is, the numbers, 1.2 and 1.5, are just weights or
coefficients used for comparisons in the algorithms. Additionally, we are using movie reviews
not twitter replies. In the source paper, their results worked well with 1.5 as shown in
Algorithm 1, whilst 1.2 gave satisfactory results in our case.

To compute overall polarity from binary classification, we derived Algorithm 2 from
Algorithm 1 by removing lines 1 to 3 in Algorithm 1, since binary classification does not
contain a neutral polarity. Following that, everything else is reminiscent of Algorithm 1.
Although there is not a neutral sentiment in the binary output vector of BERT+BiLSTM-SA,
we introduce it for the overall polarity computation if the output of the first two conditions
in Algorithm 2 is false, implying a tie between quantities of positive and negative reviews.

Algorithm 2 is extended to Algorithm 3 for computation of overall polarity from
four-class output vector of BERT+BiLSTM-SA. The algorithm is applied hierarchically con-
sidering binary tree splitting in Figure 3.3. That is, we start comparing base classes followed

by comparing sub-classes of a base class that has majority samples. Therefore, we start by
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Algorithm 1: Overall polarity computation from three-class classification out-
put vector.

Result: Dominating sentiment polarity for all reviews.
if #total neutral reviews > 85% of the total reviews then
‘ overall polarity <— neutral;
else
if #total positive reviews >1.5 x # of total negative reviews then
‘ overall polarity < positive;
else if #total negative reviews >1.5 x # of total positive reviews then
‘ overall polarity <— negative;
else
‘ overall polarity < neutral;

© 0 g O A W N -

Algorithm 2: Overall polarity computation from binary classification output
vector.
Result: Dominating sentiment polarity for all reviews.
if #total positive reviews >1.2 x # of total negative reviews then
‘ overall polarity < positive
else if #total negative reviews >1.2 X # of total positive reviews then
‘ overall polarity < negative
else
‘ overall polarity <— neutral

[=~J =1 BNV R SR

summing the number of samples of all fine-grained classes under each super class, like nega-
tive super class total is computed from highly negative and negative sub-classes totals. Then,
three cases are considered. First case, if there is at least 1.2 times as many total negative
reviews as total positive reviews for the super classes, a highly negative overall polarity is
assigned if a highly negative subclass total is at least 1.5 times the number of negative sub-
class reviews. Else, an overall negative polarity is assigned. Second case, just vice-versa by
interchanging positive and negative in the first case. Last case, a neutral overall polarity
is assigned if there is no dominance between the super classes: total number of negative
reviews and total number of positive reviews in the base classes. For the base classes a

majority of times 1.2 is optimal for the dominating class, while for the sub-classes (mostly
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Algorithm 3: Overall polarity computation from four-class classification
output vector.

Result: Dominating sentiment polarity for all reviews.
1 if # (highly negative reviews + negative reviews) >1.2 x # of (positive reviews
+ highly positive reviews) then

2 if #highly negative reviews >1.5 X # of negative reviews then

3 ‘ overall polarity <— highly negative

4 else

5 ‘ overall polarity < negative

6 else if # (positive reviews + highly positive reviews) >1.2 X # of (highly

negative reviews + negative reviews) then

7 if #highly positive reviews >1.5 X # of positive reviews then
8 ‘ overall polarity < highly positive
else
10 ‘ overall polarity < positive
11 else
12 ‘ overall polarity < neutral

highly positive and highly negative) a majority of times 1.5 is better, since sub-classes are
more fine-grained so the sample size of the dominating subclass has to be higher to assign
its label as the overall polarity.

For five-class classification, we derive Algorithm 4 from Algorithm 3 by just ini-
tially adding one step. That is, the overall polarity is firstly considered to be neutral if the
proportion of neutral reviews is at least higher than a threshold, which is similarly set to be
85%. Then, everything is just the same as steps in Algorithm 3.

A naive approach to computing the overall polarity would be just counting the num-
ber of labels for each class in BERT+BiLSTM-SA output vector and assign the overall
polarity depending on majority class. However, the overall polarity computed from this ap-
proach cannot represent a good dominating majority class. Consider binary classification,
for example, if the output vector has 49 positive reviews and 51 negative reviews, the overall

polarity will be negative. However, a difference of 2 is not optimal in this case to decide the
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Algorithm 4: Overall polarity computation from five-class classification out-
put vector.

Result: Dominating sentiment polarity for all reviews.
1 if #total neutral reviews > 85% of the total reviews then

2 ‘ overall polarity <— neutral
3 else
4 if (#highly negative reviews + #negative reviews) >1.2 X # of (positive
reviews + highly positive reviews) then
5 if #highly negative reviews > #1.5 X negative reviews then
6 ‘ overall polarity < highly negative
7 else
8 ‘ overall polarity < negative
9 else if # (positive reviews + highly positive reviews) >1.2 x # of (highly
negative reviews + negative reviews) then
10 if #high positive reviews >1.5 X # of positive reviews then
11 ‘ overall polarity < highly positive
12 else
13 ‘ overall polarity < positive
14 else
15 ‘ overall polarity <— neutral

dominating polarity of all the reviews. Additionally, the level of positiveness or negativity
is different for every review in the datasets. As a result, we use the formulations in the re-
spective algorithms so that either class in the output vector must contain a higher majority
to assign its label, otherwise the overall polarity becomes neutral.

In addition, we fine-tuned the coefficient to 1.2 and 1.5 in the algorithms based on
different observations on the behavior of our model in different scenarios. That is, these
numbers empirically gave accurate overall polarity computation reflecting the original overall

polarity of input features.

3.1.7 Overview of Our Work

Figure 3.4 provides an overview of our work. In a nutshell, we start by preprocessing

raw text data into features that can be input to BERT and then we feed those features into
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Figure 3.4: Overview of our work

BERT+BILSTM through the fine-tuning layer, which specifies the hyperparameters that
BERT+BILSTM should use. Lastly, an output vector from BERT+BiLSTM predictions is

used to compute overall polarity.
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4  Experiments

In this chapter, we start with a description of datasets that are used in the experi-
ments followed by data preprocessing. Afterwards, we describe experimental settings, explain
evaluation metrics used in experiments, and lastly discuss experimental results in relation

to defined goals.

4.1 Datasets

Datasets used in our experiments consist of movie reviews annotated for sentiment
analysis on a 2-point, 3-point, 4-point and 5-point scales. Following is the description of the

datasets.

4.1.1 IMDDb movie reviews

IMDb movie reviews dataset [37] is a popular binary sentiment analysis dataset con-
sisting of 50,000 reviews from the Internet Movie Database (IMDDb). It comprises equal
number of negative and positive reviews. In our work, the dataset is used for binary clas-
sification and extended to three-class and four-class classifications. The dataset consists of
three columns, namely, reviews, sentiment score, and label. Sentiment scores are integers
from 1 to 10. Reviews with score from 1 to 5 have a negative label and 6 to 10 positive.

To apply four-class classification to the dataset, we used the idea of binary tree
splitting in Figure 3.3. There are eight unique sentiment scores for every review in the

dataset because there is no single review with scores 5 and 6. Then, we assign highly
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negative label to reviews with scores 1 and 2 and negative label to reviews with scores 3 and
4. On the other hand, a positive label is given to reviews with scores 7 and 8, and a highly
positive label is given to reviews with scores 9 and 10. For three class, scores 1, 2, and 3
represented negative sentiment; scores 4 and 7 represented neutral sentiment; and scores 8§,
9, and 10 represented positive sentiment. We use IMDb-2, IMDb-3, and IMDb-4 to mean

binary, three-class, and four-class versions of the dataset, respectively.

4.1.2 SST

The SST (Stanford Sentiment Treebank) is a corpus with fully labeled parse trees that
allows for a complete analysis of the compositional effects of sentiment in language. The
corpus is based on the dataset introduced in [38], and it consists of 11,855 single sentences
extracted from movie reviews. It was parsed with the Stanford parser and includes a total of
215,154 unique phrases from those parse trees, each annotated by three human judges. Each
phrase in the dataset is labelled as either negative, somewhat negative, neutral, somewhat
positive or positive, corresponding to highly negative, negative, neutral, positive, and highly
positive labels respectively in our annotations. The dataset has two versions, SST-5 or SST
fine-grained and SST-2 or SST binary. SST-5 uses the five labels, whilst SST-2 uses two
labels, which are negative and positive. Negative label is taken from negative or somewhat
negative reviews, whereas positive label is taken from somewhat positive or positive reviews.
Neutral reviews are discarded in SST-2. We use SST-2 and SST-5 for binary and five-class

classifications, respectively.
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4.1.3 MR Movie Reviews

MR Movie Reviews dataset comprises collections of movie reviews documents labeled
with respect to their overall sentiment polarity, positive or negative, or subjective rating, for
example two and a half stars, and sentences labeled with respect to their subjectivity status,
subjective or objective, or polarity. In this paper, we use the version introduced in [39],
which consists of 5331 positive and 5331 negative processed reviews. MR Movie Reviews

dataset is sorely used for binary classification task in our experiments.

4.1.4 Amazon Product Data dataset

This dataset contains product reviews and metadata from Amazon, including 142.8
million reviews spanning May, 1996 through July, 2014. The dataset includes reviews, prod-
uct metadata, and links. It was introduced in [40] for sentiment analysis using product
review data, and in [41] to build a recommender system in collaborative filtering setting on
amazon products. We only focus on video reviews in our work. The dataset originally con-
tained labels with scores from 1 to 5 corresponding to polarity strength variation from highly
negative to highly positive. We prepared the dataset for binary classification by replacing 1
and 2 scores with a negative label and 4 and 5 scores with a positive label, and score 3, which
represents a neutral class, was discarded as in SST-2 [38]. In our experiments, we denote
amazon-2 referring to the binary version of the dataset, and amazon-5 represents five-class

version.
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4.2 Data preprocessing

Our data preprocessing steps aim at transforming the raw input data into a format
that BERT can understand. This involves carrying out two primary steps.

First, creating input examples using the constructor provided by BERT. The con-
structor accepts three main parameters, which are text_a, text_b, and label. text_a is the text
that we want the model to classify, which in this case, is the collection of movie reviews
without their associated labels. text_b is used if we are training a model to understand the
relationship between sentences, for example sentence translation and question answering.
This scenario hardly applies in our work, so we just leave text_b blank. label has labels of
input features. In our case, label implies sentiment polarity of every movie review. Refer to
BERT original paper [4] for more details about this step.

Then, we conduct the following preprocessing steps.

e Lowercase our text, since we are using the lowercase version of BERTgasE.

e Tokenize all sentences in the reviews. For example, ”this is a very fantastic movie” to

” N

"this”, 7is”, 7a”, "very”, "fantastic”, "movie”.

e Break words into word pieces. That is ”interesting” to ”interest” and ”##ing”.

e Map our words to indexes using a vocab file that is provided by BERT.

e Adding special tokens: [CLS] and [SEP], which are used for aggregating information

of the entire review through the model and separating sentences respectively.

e Append index and segment tokens to each input to track a sentence that a specific

token belongs to.
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The output of the tokenizer after these steps is input ids and attention masks. These are

then taken as inputs to our model in addition to the reviews labels.

4.3 Experimental settings

We fine-tune bert-base-uncased, which is a version of BERT that accepts lower case
tokens. Some layers of BERT were not initialized from the model checkpoint, hence they are
newly initialized.

We carried out many simulations on the datasets to find optimal hyperparameters for
the model. As a result, optimal results from our experiments were obtained by the following
hyperparameters. For binary classification, the model worked well with adam optimizer, 32
batch size, 3e-5 learning rate, 1e-08 epsilon, 128 maximum sequence length, and binary cross
entropy loss. We trained the model for 5 epochs and repeated steps for each batch. On the
other hand, all multi-class classifications used 64 batch-size, 1le-4 learning rate, 256 maximum
sequence length and le-5 decay, in addition to adam optimizer and sparse categorical cross
entropy loss. This version was trained for 7 epochs and also followed the repetition of steps
for batches. We noticed overfitting when increasing the number of epochs for the respective

models.

4.4 Evaluation Metrics

Similar to evaluation metrics used in [9], we use the accuracy performance measure
to evaluate the performance of our model and compare it with other models. Accuracy is

simply defined as follows:
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number of correct predictions

accuracy = x 100 (4.1)

total number of predictions

4.5 Results

4.5.1 Evaluation of Goal 1

We use experimental settings in Section 4.3. Then, we present accuracy comparisons
between our model and other models on all datasets for binary classification in Table 4.1,
followed by three-class and four-class classifications on IMDb dataset only in Table 4.2, and
lastly, five class classification on SST-5 and amazon-5 in Table 4.3. Our model outperforms
all other models on all classification tasks on all the datasets, thereby achieving new SOTA
accuracy on the benchmark datasets.

Results indicate that our model performs better on binary classification tasks, and
the model accuracy decreases as the classification scale becomes more fine-grained on IMDb
dataset as shown in Table 4.2. The general reason being that adding classes in a dataset
makes distinction between classes harder for the model. In addition, number of samples in
each class are taken from the original dataset size despite increasing number of classes. Hence,
less number of examples per class to successfully learn the model for effective prediction as
number of classes are increasing in a dataset.

We also report experimental results on oversampling using SMOTE and augmenta-
tion using NPLPAUG in Table 4.4 on SST-5 dataset. BERT+BiLSTM+SMOTE-SA uses
SMOTE in additon to BERT and BiLSTM for Sentiment Analysis, while BERT+BiLSTM+NLPAUG-

SA uses NLPAUG. Including SMOTE in our model does not have any impact on accuracy be-
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Table 4.1: Accuracy (%) Comparisons of Models on Benchmark Datasets for Binary
Classification

Model name Dataset
IMDb-2 | MR | SST-2 | amazon-2
RNN-Capsule [42] 84.12 83.80 82.77 82.68
coRNN [16] 87.4 87.11 88.97 89.32
TL-CNN [16] 87.70 81.5 87.70 88.12
Modified LMU [43] 93.20 93.15 93.10 93.67
DualCL [44] - 94.31 94.91 94.98
L Mixed [45] 95.68 95.72 - 95.81
EFL [17] 96.10 96.90 96.90 96.91
NB-weighted-BON+dv-cosine [14] 97.40 - 96.55 97.55
SMART-RoBERTa Large [46] 96.34 97.5 96.61 -

Ours 97.67 97.88 | 97.62 98.76

Table 4.2: Accuracy (%) Comparisons for Three and Four Class Classification on IMDd

Model name Dataset
IMDb-3 | IMDb-4
CNN-RNF-LSTM [47] 73.71 63.78
DPCNN [20] 76.24 66.17
BERT-large [9] 77.21 66.87
Ours 81.87 70.75

Table 4.3: Accuracy (%) Comporisons of Models on Benchmark Datasets for Five Class
Classification

Model name Dataset
SST-5 | amazon-5
CNN+word2vec [21] 46.4 48.85
TL-CNN [16] 47.2 58.1
DRNN [48] - 64.43
BERT-large [9] 55.5 65.83
BCN+Suffix+BiLSTM-Tied+Cove [49] | 56.2 65.92
RoBERTa+large+Self-explaining [50] 59.10 -
Ours 60.48 69.68

cause mere BERT+BiLSTM-SA, which uses BERT and BiLLSTM only without any accuracy
improvement techniques, has even higher accuracy compared with BERT+BiLSTM+SMOTE-

SA, thereby implying that the model does not catch well the semantics from data produced
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Table 4.4: Accuracy (%) of Our Model with Accuracy Improvement Techniques on SST-5
Classification task Accuracy
BERT+BILSTM-SA 58.44

BERT+BIiLSTM+SMOTE-SA 58.36

BERT+BILSTM+NLPAUG-SA 60.48

by the oversampling technique. Conversely, BERT+BIiLSTM+NLPAUG-SA improves per-
formance of the model from 58.44% to 59.48%. The explanation to the two observations is
that SMOTE takes text, which has been transformed into BERT features, as input. Hence,
the transformed features tamper with the effectiveness of SMOTE, since some semantic in-
formation is lost during transformation. On the contrary, NLPAUG directly works on raw

text data, making learning of semantic information easier from the data.

4.5.2 Evaluation of Goal 2

We finish the discussion of results by talking about the overall polarity computation
on all datasets by our model. The overall polarity computation is presented in Table 4.5,
where OP stands for Overall Polaritiy. Original OP is known before input embeddings are
fed into BERT+BIiLSTM-SA, while Computed OP is computed after the model has made
predictions on reviews. The table shows that the Computed OP is the same as the Original
OP for all the datasets. The Original OP was calculated by counting the number of samples
of each label in the input features and use the result in a particular heuristic algorithm
depending on classification scale. The output was then used to verify the Computed OP.
It can also be observed from the table that different versions of the same dataset have
a consistent Computed OP. Therefore, without loss of generality, we are confident that the

heuristic algorithm computes the expected and accurate overall polarity on the output vector
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Table 4.5: Overall Polarity Computation on All the Datasets

Dataset | Original OP | Computed OP”
IMDb-2 Neutral Neutral
IMDb-3 Neutral Neutral
IMDb-4 Neutral Neutral

MR reviews Neutral Neutral
SST-2 Neutral Neutral
SST-5 Neutral Neutral

amazon-2 Positive Positive
amazon-o Positive Positive

POP stands for Overall Polarity

Table 4.5 shows overall polarity computation for all the datasets. The Original OP is the
same as the Computed OP for all the datasets.

from the model.
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5 Conclusion

In this chapter, we summarise our work, contributions to the domain knowledge, and

propose possible future work depending on our observations.

5.1 Conclusion

Sentiment analysis is an active research domain in NLP. In this work, we extend
the existing domain knowledge of sentiment analysis by giving solutions to the following
two questions, which also acted as main goals of our research. (1) How to effectively fine-
tune BERT to improve accuracy measure on Movie Reviews Sentiment Analysis. (2) How to
compute an overall polarity of a collection of movies reviews sentiments predicted by a model,
BERT+BILSTM-SA, for example. In order to answer question 1, we employed the technique
of transfer learning by coupling BERT with BiLSTM. We froze first layers of BERT, which
generated word embeddings that were inputs to BiLSTM. That is, BiLSTM acted as a
classifier on BERT generated features. We used our model for both polarity classification
and fine-grained classification. We further divided fine-grained classification into three-class,
four-class, and five-class classifications. For binary classification, we experimented our model
on IMDb, MR, SST-2, and Amazon-2 datasets. We also extended the binary IMDb dataset
to three classes, and four classes by using binary tree splitting up to two levels. Amazon-
5 and SST-5 were used on five-class classification task. We have shown that our model
outperforms other works on all classification tasks and on all datasets. However, in order

to further improve the model accuracy on five-class classification, we explored the effects of
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using SMOTE and NLPAUG on SST-5, which is a most difficult fine-grained classification
benchmark. We found that employing SMOTE actually decreased accuracy from 58.44% to
58.36%, while NLPAUG did improve accuracy to 60.48%. To give solution to question 2, we
variably applied a heuristic algorithm to BERT-BiLSTM+SA output vector depending on
the classification task being conducted. For all the datasets, we have demonstrated that the
original overall polarity is the same as the computed overall polarity, and different versions
of the same dataset give consistent computed overall polarity. To the best of our knowledge,
this is the first work to couple BERT with BiLSTM and apply the resulting model on different
sentiment classification tasks and different benchmark datasets and use the model output
vector to compute overall sentiment polarity. We also contribute to the domain knowledge by
exploring and showing how the polarity of a given review and overall polarity of a collection

of reviews varies as the classification becomes more fine-grained.

5.2 Future Work

We propose future work to dwell on how to effectively apply accuracy improvement
techniques to transformed BERT features despite loss of semantic information in them and
focus on how different components of a sentence contribute to its sentiment prediction since

this is information that is not generally exploited by current approaches.
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