
University of Arkansas, Fayetteville University of Arkansas, Fayetteville 

ScholarWorks@UARK ScholarWorks@UARK 

Graduate Theses and Dissertations 

5-2023 

Exploring Ferroelectric Phenomena in BaTiO3, LiNbO3, and Exploring Ferroelectric Phenomena in BaTiO3, LiNbO3, and 

LiZnSb: From Extended Oxygen Vacancies to Tri-Stable LiZnSb: From Extended Oxygen Vacancies to Tri-Stable 

Polarization and Giant Hyperferroelectricity Polarization and Giant Hyperferroelectricity 

Shaohui Qiu 
University of Arkansas, Fayetteville 

Follow this and additional works at: https://scholarworks.uark.edu/etd 

 Part of the Condensed Matter Physics Commons 

Citation Citation 
Qiu, S. (2023). Exploring Ferroelectric Phenomena in BaTiO3, LiNbO3, and LiZnSb: From Extended Oxygen 
Vacancies to Tri-Stable Polarization and Giant Hyperferroelectricity. Graduate Theses and Dissertations 
Retrieved from https://scholarworks.uark.edu/etd/5058 

This Dissertation is brought to you for free and open access by ScholarWorks@UARK. It has been accepted for 
inclusion in Graduate Theses and Dissertations by an authorized administrator of ScholarWorks@UARK. For more 
information, please contact scholar@uark.edu, uarepos@uark.edu. 

https://scholarworks.uark.edu/
https://scholarworks.uark.edu/etd
https://scholarworks.uark.edu/etd?utm_source=scholarworks.uark.edu%2Fetd%2F5058&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/197?utm_source=scholarworks.uark.edu%2Fetd%2F5058&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.uark.edu/etd/5058?utm_source=scholarworks.uark.edu%2Fetd%2F5058&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:scholar@uark.edu,%20uarepos@uark.edu


 
 

Exploring Ferroelectric Phenomena in BaTiO3, LiNbO3, and LiZnSb: From Extended Oxygen 

Vacancies to Tri-Stable Polarization and Giant Hyperferroelectricity 

 

 

 

A dissertation submitted in partial fulfillment 

of the requirements for the degree of 

Doctor of Philosophy in Physics 

 

 

 

by 

 

 

 

Shaohui Qiu 

Wenzhou University, Oujiang Independent College 

Bachelor of Law, 2012 

University of Central Arkansas 

Bachelor of Science in Physics, 2015 

 

 

 

May 2023 

University of Arkansas 

 

 

 

 

 

 

 

This dissertation is approved for recommendation to the Graduate Council. 

 

 

 

____________________________________ 

  Huaxiang Fu, Ph.D. 

  Dissertation Director 

 

 

 

____________________________________           

  Laurent Bellaiche, Ph.D.                                             

  Committee Member 

____________________________________ 

  Hameed Naseem, Ph.D.  

  Committee Member 

  



 
 

Abstract 

This dissertation presents three projects that investigate the complex phenomena of 

ferroelectricity under different conditions in BaTiO3, LiNbO3, and LiZnSb using first-principles 

density functional calculations. Extended defects in ferroelectric solids play a crucial role in 

reducing the lifetime and performance of ferroelectric devices by causing fatigue, domain pinning, 

and aging. Thus, understanding their impact is of critical importance for the development of 

reliable and high-performance ferroelectric devices. In addition, hyperferroelectricity is an 

intriguing phenomenon that has attracted much attention in recent years. Despite the existence of 

depolarization field, spontaneous polarization persists under an open-circuit boundary condition 

(OCBC), making hyperferroelectric materials promising candidates for various electronic 

applications.  

In the first project, we investigate the energetic, structural, and electric properties caused by 

extended planar oxygen vacancies in ferroelectric BaTiO3. Oxygen vacancies of different charge 

states, namely 𝑉𝑂
2+, 𝑉𝑂

1+, and 𝑉𝑂
0, are studied. We find that, while planar 𝑉𝑂

𝑞
 vacancies of all three 

charge states may take place under the oxygen-poor condition, planar 𝑉𝑂
2+ vacancies can still occur 

even under the oxygen-rich condition. Furthermore, our calculations show that BaTiO3 with planar 

𝑉𝑂
0 or 𝑉𝑂

1+ vacancies is metallic, while BaTiO3 with planar 𝑉𝑂
2+ vacancies is an insulator. This 

finding reveals an important conclusion that, for BaTiO3 with planar 𝑉𝑂
2+ vacancies, no mobile 

charges are available to screen the polarization, electric polarization is thus well defined and can 

be rigorously computed. Moreover, we discover that extended planar 𝑉𝑂
2+ vacancies produce a 

devastating effect on ferroelectricity by drastically reducing the electric polarization, which is 

markedly different from isolated 𝑉𝑂
2+  vacancies (which are benign to ferroelectricity). The 

polarization dead layer caused by planar oxygen vacancies is shown to be around 72Å.  



 
 

In the second project, we investigate the hyperferroelectric properties of LiNbO3. We find that 

(i) the longitudinal-optic A2u(LO1) phonon is soft with imaginary frequency 96i cm−1 when 

centrosymmetric LiNbO3 is under OCBC. (ii) The A2u(LO1) phonon can yield, under OCBC, a 

free-energy minimum with well depth of -9 meV at a nonzero polarization of 0.023 C/m2, thereby 

capable of producing hyperferroelectricity. (iii) The origin that A2u(LO1) can induce HyFE stems 

from the extraordinarily small mode effective charge of this phonon. (iv) Despite that A2u(LO1) 

can induce HyFE, we find the ground state of LiNbO3 under OCBC is not polar, revealing that the 

existence of a soft LO phonon does not guarantee HyFE. (v) We further show that LiNbO3 under 

OCBC may exhibit unusual tri-stable polarization states, with two potential wells of depth -23 

meV and -1.9 meV.  

However, small polarization and shallow well depth are found so far in most hyperferroelectric 

materials, including LiNbO3, which severely limits their applications. In the third project, we 

report the discovery of a giant hyperferroelectricity in LiZbSb. The HyFE polarization is shown to 

be remarkably large with P=0.282 C/m2 under OCBC, which is one order of magnitude greater 

than the HyFE polarization in LiNbO3. Furthermore, HyFE in LiZnSb is found to be exceptionally 

stable with a well depth of electric free energy ∆F=-332 meV, which makes LiZnSb a possible 

hyperferroelectric solid at room temperature. The origin of the giant hyperferroelectricity in 

LiZnSb is attributed to the large mode effective charge of the soft longitudinal-optic phonon and 

the large high-frequency dielectric constant. The HyFE strain dependence in LiZnSb is also 

examined. 
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Introduction 

Ferroelectricity (FE) is a phenomenon that occurs in certain materials where a spontaneous 

polarization arises due to the distortion of the crystal structure. This spontaneous polarization can 

be reversed by the application of an external electric field, causing a hysteresis loop in the 

polarization-electric field curve. In addition, the presence of a spontaneous electric polarization 

gives rise to many unique and interesting properties, such as piezoelectricity, pyroelectricity, and 

non-linear optical effects. These interesting features make ferroelectric materials highly attractive 

for technological applications such as capacitors, sensors, actuators, and memory devices.  

Extended vacancies in ferroelectrics have significant implications both from a fundamental 

and technological perspective. Fundamentally, extended vacancies can cause substantial changes 

in atom-atom interactions over an extensive spatial region, leading to significant alterations in 

ferroelectricity, polarization, and other properties. Moreover, extended vacancies can influence the 

ferroelectric instability and give rise to novel phenomena not observed in perfect bulks or bulks 

with isolated defects. Despite their importance, extended defects are less understood than isolated 

defects, which have been the focus of most previous studies of defect physics in FEs[1-8]. 

From a technological standpoint, extended vacancies play a crucial role in understanding 

persistent issues such as polarization fatigue and aging. The presence of extended defects can 

impair the performance of these devices, as defects have been linked to polarization fatigue and 

aging in polarization switching, and can also pin domain walls leading to the imprinting of electric 

polarization[9-14]. Meanwhile they can also be beneficial by producing properties that do not exist 

in perfect FEs [15-18]. Understanding how to eliminate or intentionally generate vacancies in FEs 

is crucial for maximizing their benefits and minimizing their detrimental effects.  
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Hyperferroelectricity (HyFE) is a fascinating phenomenon that has attracted significant 

attention in recent years. Proper ferroelectrics are materials that exhibit ferroelectricity due to a 

soft phonon at the zone center, while improper ferroelectrics exhibit ferroelectricity due to 

rotational soft modes at the zone boundary. In proper ferroelectrics under open-circuit boundary 

conditions (OCBC), the strong depolarization field tends to eliminate the polarization [19, 20]. 

However, HyFE materials can overcome this limitation and maintain polar instability even under 

OCBC, making them of significant interest for both fundamental research and technological 

applications [21-23]. 

It has been proposed that the possible HyFE origin can be attributed to the small Born effective 

charge of ions and small longitudinal-optic/transverse-optic splitting [21]; deep internal-energy 

well and small spontaneous polarization [22]; the significance of short-range interaction [23, 24], 

or the existence of metascreening [25]. 

Despite the progress made in understanding the mechanism of HyFE, many fundamental 

challenges remain. For example, one critical challenge is to develop reliable methods to accurately 

determine whether a solid is HyFE. One common approach is to use the existence of soft 

longitudinal-optic (LO) phonons with imaginary frequencies as the hallmark of HyFE [3-5]. 

However, it is not yet clear whether this criterion is fully justified and whether a solid with soft 

LO phonons will always exhibit HyFE. Another fundamental challenge is to understand why the 

strong depolarization field does not eliminate the polarization in HyFE. This requires identifying 

the physical origin responsible for the persistence of the polarization in HyFE. Additionally, it is 

crucial to identify pivotal physical quantities that guide the search for new HyFEs. Currently, the 

search for new HyFEs often relies on a trial-and-error approach, which can be time-consuming 

and less efficient. 
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In addition to these challenges, HyFE faces two other fundamental challenges. (i) The 

spontaneous polarization under OCBC found in many HyFE materials is often very small and not 

practically useful. For example, the HyFE polarization in LiBeSb is merely 0.02 C/m2 under 

OCBC, which is more than twenty times smaller than the value of 0.59 C/m2 of the same solid 

under a short-circuit boundary condition (SCBC) [21]. This presents an outstanding obstacle to the 

technological use of hyperferroelectricity. (ii) The well depth of HyFE is often very small, which 

means that the HyFE phase is stable only at very low temperatures. Thermal fluctuations can easily 

eliminate the hyperferroelectricity, making it challenging to develop HyFE materials that are stable 

at room temperature. To overcome these challenges, it is essential to develop new approaches and 

techniques to explore and understand HyFE.  

In this dissertation, we present three projects that investigate the complex phenomena of 

ferroelectricity and hyperferroelectricity in BaTiO3, LiNbO3, and LiZnSb using first-principles 

density functional calculations. In the first project (Chapter 1), we investigate the extended planar 

oxygen vacancies in ferroelectric BaTiO3, a commonly used material in FE devices. We find that 

planar oxygen vacancies are not as difficult to form as previously thought and can drastically 

reduce ferroelectricity in BaTiO3, potentially causing polarization fatigue and imprinting. We also 

also provide insights into the optimal conditions to eliminate or generate planar oxygen vacancies, 

with implications for growing high-quality BaTiO3.  

In the second project (Chapter 2), we study the hyperferroelectric material LiNbO3 which has 

a soft LO mode under OCBC. We discover that the ground state of LiNbO3 under OCBC is 

nonpolar, revealing that possessing a soft LO mode does not guarantee that a solid is HyFE. 

Additionally, we uncover an unusual, triple potential well phenomenon in LiNbO3 under OCBC, 

which exhibits three stable and/or metastable states with different polarizations. This study 
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provides important insights into the mechanism of HyFE and reveals critical physical quantities 

for designing and searching for new HyFE materials.  

In the third project (Chapter 3), we find that LiZnSb exhibits a giant hyperferroelectricity 

polarization of 0.282 C/m2 under a -2% compressive inplane strain under OCBC, which is 

comparable to the polarization in prototypical ferroelectric BaTiO3 under SCBC. The well depth 

of the electric free-energy is also unusually stable, being -332 meV, which suggests that the HyFE 

phase in LiZnSb is stable even under room temperature. The physical origin responsible for the 

giant hyperferroelectricity is found to stem from the large mode effective charge of the soft LO 

phonon and the large high-frequency dielectric constant of LiZnSb. 
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Chapter 1: Extended planar defects of oxygen vacancies in ferroelectric BaTiO3: Vacancy 

formation energy, condition of existence, insulating/conducting nature, and impact on 

ferroelectricity. 

I. Introduction 

Extended vacancies in ferroelectrics (FE) are of substantial importance both fundamentally 

and technologically. Fundamentally, extended vacancies alter the atom-atom interaction over an 

extensive space region [1], and break the delicate balance between the long-range and short-range 

interactions [2, 3], which may profoundly affect the ferroelectricity, polarization, and other 

materials properties. Extended vacancies may also alter the rotational instability in FEs [4, 5]. 

Furthermore, different from isolated defects, extended defects allow the defects to interact strongly 

with each other, which may possibly generate new and interesting phenomena that do not exist in 

perfect bulks or in bulks with isolated defects. While a majority of previous studies of defect 

physics in FEs focus on isolated defects [6-13], extended defects are less understood. 

Technologically, extended vacancies are vitally important in understanding the long-standing 

problems such as polarization fatigue and aging, as well as in improving the performances of FE 

devices [14-16]. FE materials are widely used in non-volatile random access memories [17], 

actuators [18], and charge capacitors, thanks to the large and reversible spontaneous polarization, 

anomalous Born effective charges [19, 20], ultrahigh electromechanical response [21-23], 

interesting morphotropic phase boundary [24-26], large dielectric response [27, 28], and unusual 

phase transitions [29-31]. However, these FE applications could be considerably impaired by the 

existence of extended defects. For instance, defects are linked to polarization fatigue (which 

deteriorates the performance of FE devices) and aging (which reduces the lifetime of devices) in 
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polarization switching [32-36]. Oxygen vacancies were also reported to pin the domain wall [37], 

which may cause the imprinting of electric polarization. 

Interestingly, although vacancies often hamper the performance of FE devices, they can 

nevertheless be technologically useful since they may produce properties that do not otherwise 

exist in perfect FEs. For example, oxygen vacancies in SrTiO3 can generate at low temperature a 

strong electrical conductivity with carrier mobility as high as 104 cm2V-1s-1 [38]. Furthermore, a 

Pb-O vacancy pair in PbTiO3 was shown to enhance the local polarization by nearly 100% [39]. 

Meanwhile, Pb vacancies in Pb(Sc0.5Nb0.5)O3 can broaden the peak of dielectric response [40]. 

Moreover, vacancies were reported to be able to enhance significantly the electromechanical 

response in aged BaTiO3 [41]. Since vacancies can be either detrimental or beneficial, it is thus 

technologically important to find out how to eliminate, or how to (intentionally) generate, 

vacancies in FEs, depending on whether we want to diminish the detrimental effects or to enhance 

the beneficial effects. 

Despite the importance, extended vacancies in FEs are poorly understood. Many questions of 

fundamental relevance remain to be answered. These include: i) Whether are the extended 

vacancies thermodynamically stable from the fundamental point of view of energy? How much is 

the formation energy for extended vacancies? ii) Under what conditions can the extended 

vacancies be generated or annihilated, by which scientists can enhance the beneficial properties or 

eliminate the harmful effects? iii) How are ferroelectricity and polarization affected by the 

extended vacancies? Will ferroelectricity persist despite the existence of extended vacancies? iv) 

Extended vacancies may appear with different charge states. How does the impact of extended 

vacancies depend on the charge states? 
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FIG. 1. 1: Schematic illustration (side view) of the planar vacancies in an 1 × 1 × 6 supercell, 

where an oxygen vacancy is indicated by a dotted square at the center of the supercell. Individual 

bulk cells along the c-axis are marked as -3, -2, -1, 1, 2, and 3, depending on their distances from 

the vacancy. In perfect BaTiO3, the Ti atom in cell 1 is bonded to two oxygen atoms (OA and OB) 

along the c-axis. In BaTiO3 with planar oxygen vacancies, the oxygen atom OB in cell 1 is removed, 

and the Ti atom is pulled toward the oxygen atom OA due to the broken Ti-OB bond. 

In this project we investigate by first-principles density functional theory the extended planar 

oxygen vacancies in ferroelectric BaTiO3, where oxygen vacancies are formed on an atomic plane. 

BaTiO3 is a prototypical ferroelectric solid and is one of commonly used materials in FE devices. 

Meanwhile, oxygen vacancies are an important type of native defects in FEs. BaTiO3 with planar 

oxygen vacancies to be investigated here is illustrated schematically in Fig.1.1, where an oxygen 

vacancy is created at the center of a 1 × 1 × 6 supercell by removing one oxygen atom. Due to the 
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periodicity along the lateral ab-plane directions, the oxygen vacancies thus created are extended 

on an atomic plane and will interact strongly with each other. Obviously our study differs from the 

previous work [6-13] where isolated defects were reported. Extended planar vacancies are 

potentially more interesting. 

The purpose of this study is to determine how much energy is needed to form the planar oxygen 

vacancies in ferroelectric BaTiO3, and to understand how the planar vacancies affect 

ferroelectricity. We obtain the following main results: (i) The formation energy ∆𝐻 of planar 𝑉𝑂
2+ 

vacancies can be interestingly small (on the order of merely 0.54 eV) even under the oxygen-rich 

condition, showing that planar oxygen vacancies are not as difficult to form as commonly thought. 

(ii) We further systematically determine the optimal condition to eliminate (or generate) the planar 

𝑉𝑂
𝑞
 vacancies of all three charge states, which is technologically relevant in terms of growing high-

quality BaTiO3. (iii) Planar 𝑉𝑂
2+ vacancies drastically reduce the ferroelectricity in BaTiO3, which 

provides a pivotal (theoretical) evidence that the planar oxygen vacancies could be the origin of 

causing polarization fatigue and imprinting. (iv) The length of polarization dead layer caused by 

planar 𝑉𝑂
2+ vacancies in BaTiO3 is determined to be large and around 72Å. showing that extended 

oxygen vacancies are very harmful to electric polarization. Moreover, we provide microscopic 

insight aimed to obtain a deep understanding on the physical behaviors of planar oxygen vacancies. 

II. Theoretical methods 

A. Determination of vacancy formation energy 

Oxygen vacancies in BaTiO3 can exist in three different charge states –– 𝑉𝑂
0, 𝑉𝑂

1+, and 𝑉𝑂
2+. 

These vacancies will be denoted in general as 𝑉𝑂
𝑞
, where 𝑞 is the charge state of the vacancy. The 

formation energy of an oxygen vacancy, ∆𝐻, is defined as the energy that is needed to move an 

oxygen atom from a perfect BaTiO3 solid to the atomic reservoir of oxygen. If the vacancy carries 
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𝑞 charge, ∆𝐻 also includes the energy that is needed to move 𝑞 electrons from the BaTiO3 solid to 

the electron reservoir [42, 43].  

Quantitatively, the vacancy formation energy is the energy difference between the initial state 

(𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙) and the final state (𝐸𝑓𝑖𝑛𝑎𝑙), i.e., ∆𝐻 = 𝐸𝑓𝑖𝑛𝑎𝑙 − 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙. Here the initial state is the perfect 

BaTiO3, of which the total energy per supercell is denoted as 𝐸[𝐵𝑇𝑂]. The final state includes 

three parts [42, 43]: (i) The defective BaTiO3 solid containing vacancies 𝑉𝑂
𝑞
, of which the total 

energy per supercell is denoted as 𝐸[𝑉𝑂
𝑞]; (ii) Vacated O atoms that are placed in the atomic 

reservoir of oxygen, where the relative chemical potential of the atomic reservoir is 𝜇𝑂 with respect 

to the reference energy 𝐸𝑂  (Here 𝐸𝑂  is chosen to be the energy of one oxygen atom in an O2 

molecule [10, 11]; (iii) 𝑞 electrons in the electron reservoir, where the relative chemical potential 

of the electron reservoir is 𝜇𝑒 with respect to the Kohn-Sham orbital energy 𝜀𝑉𝐵𝑀
′  of the valence 

band maximum (VBM) of defective BaTiO3 with vacancies. Denote the orbital energy of the VBM 

of perfect BaTiO3 as 𝜀𝑉𝐵𝑀 . 𝜀𝑉𝐵𝑀
′  and 𝜀𝑉𝐵𝑀  are related by 𝜀𝑉𝐵𝑀

′ = 𝜀𝑉𝐵𝑀 + ∆�̅�, where ∆�̅� is the 

difference in potential far away from the defect. ∆�̅� is computed by using the semi-core state of 

Ti 3𝑠 orbital [10, 11], since Ti 3𝑠 state is highly localized with very little energy dispersion---and 

the difference in the orbital energy of this state in different systems thus reflects ∆�̅�. By combining 

the different parts in the above, the formation energy ∆𝐻 per 𝑉𝑂
𝑞
 vacancy is then given by the 

equation [42, 43] 

 ∆𝐻 = 𝐸[𝑉𝑂
𝑞] + (𝐸𝑂 + 𝜇𝑂) + 𝑞(𝜀𝑉𝐵𝑀 + ∆�̅� + 𝜇𝑒) − 𝐸[𝐵𝑇𝑂]. (1) 

Large ∆𝐻 implies that vacancy 𝑉𝑂
𝑞
 is difficult to form by requiring more energy. Charge correction 

is included. Details on how to calculate each term in Eq.(1) were given in Ref. [10, 11].  

Vacancy formation energy depends on the chemical potential 𝜇𝑂  of the oxygen atomic 

reservoir and the chemical potential 𝜇𝑒 of the electron reservoir, as shown in Eq.(1). The allowable 
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range of 𝜇𝑂 need be determined using the thermodynamical constraints that no secondary phases 

are formed during the growth of BaTiO3 [10, 11, 42]. Using the thermodynamical constraints, we 

determine that 𝜇𝑂 can vary from -5.7 eV to 0 eV, where the lower limit 𝜇𝑂 = -5.7 eV corresponds 

to the oxygen-poor condition for growing BaTiO3 while the upper limit 𝜇𝑂 = 0 eV corresponds to 

the oxygen-rich condition. The chemical potential 𝜇𝑒 of the electron reservoir can vary from the 

valence band maximum to the conduction band minimum (CBM) of the BaTiO3 solid, as required 

by the thermodynamical equilibrium between the BaTiO3 solid and the electron reservoir [42, 43]. 

Technically we use the first-principles density functional theory within the local density 

approximation (LDA) [44], as implemented in Quantum Espresso [45], to perform the structural 

optimization and total energy calculations. Norm-conserving pseudopotentials of Troullier and 

Martins type are used [46]. The semi-core orbits of Ti 3𝑠 and 3𝑝 are treated as valence states to 

ensure better accuracy; details of pseudopotential generation were given in Ref. [47]. The energy 

cutoff for the plane-wave expansion of single-pproject Kohn-Sham states is 90 Ry, which is 

sufficient. We consider tetragonal BaTiO3 with P4mm symmetry. For tetragonal bulk BaTiO3, we 

obtain the inplane lattice constant 𝑎 = 3.929Å and the tetragonality 𝑐/𝑎 = 1.007, which agree well 

with the values 𝑎 = 3.945Å and 𝑐/𝑎 = 1.009 in other calculation [48].  

In tetragonal BaTiO3 with P4mm symmetry, there are two inequivalent oxygen Wyckoff sites 

according to the group theory [49]: one is located on the base plane of an oxygen octahedron, and 

the other is located at the apex of the octahedron. It was previously shown in the study of isolated 

defects that the vacancy formation energies at two different sites are very close [10, 11], since the 

𝑐/𝑎 ratio of tetragonal BaTiO3 is close to 1.0, and the chemical bonds at two oxygen sites are 

similar. Furthermore, the oxygen vacancies at the base plane do not affect strongly the 

ferroelectricity and are of less interest. We thus choose to consider the oxygen vacancies at the 
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apical site. We use the 1 × 1 × 6 supercell as shown in Fig.1.1. Different charge states (𝑉𝑂
0, 𝑉𝑂

1+, 

and 𝑉𝑂
2+) of oxygen vacancies are considered in our calculations. For each charge state, the atomic 

positions and cell parameters are relaxed. A Monkhorst-Pack k-mesh of 6 × 6 × 2 is used in all 

supercell calculations [50]. 

B. Determination of electric polarization 

Both ions and electrons contribute to electric polarization. Contribution from ions can be 

calculated straightforwardly using point charges as 𝐏𝑖𝑜𝑛 =
1

Ω
∑ 𝑞𝑖𝒓𝑖𝑖 , where 𝑞𝑖 is the charge of ion 

𝑖 and 𝒓𝑖 is the position. Contribution from electrons is nontrivial since electrons in solids cannot 

be treated as point charges, and this contribution need be calculated using the Berry geometric-

phase approach, as formulated in the modern theory of polarization (MTP) [51, 52], 

 
𝐏el =

2𝑒

(2π)3
∫𝑑𝐤⊥ Im ln∏det (< 𝑢

𝑚,𝐤∥
𝑗|𝑢

𝑛,𝐤∥
𝑗+1 >)

𝑗

, (2) 

where 𝑢𝑛,𝐤∥
s are the cell-periodic Bloch part of wave functions for occupied valence states; 𝐤⊥ 

and 𝐤∥  are the components of the electron wave vector perpendicular and parallel to the 

polarization direction, respectively. Electronic contribution 𝐏el can be further analyzed using the 

theory of polarization structure [53]. Here one may argue whether MTP is valid for charged 

systems since the polarization of charged systems is not translation invariant. Recently, 

Raeliarijaona and Fu showed rigorously that, even for charged systems, the change of polarization 

is still translation invariant and is physically meaningful, and hence the modern theory of 

polarization remains valid in computing the change of polarization [54]. 

We use the following scheme to determine the electric polarization for defected BaTiO3 with 

vacancies. We first perform structural optimization for BaTiO3 with 𝑉𝑂
𝑞
 vacancies of charge state 

𝑞. Denote the optimized atomic configuration as {𝐫𝑖
opt

}. We then generate a centrosymmetric 
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atomic configuration, {𝐫𝑖
c}, of which the magnitude of polarization is zero by symmetry. Next we 

adiabatically move atomic positions from {𝐫𝑖
c} to {𝐫𝑖

opt
} by constructing a series of intermediate 

configurations according to 𝐫𝑖 = 𝐫𝑖
c + 𝜆(𝐫𝑖

opt
− 𝐫𝑖

c ), where 0 < 𝜆 < 1 . For each intermediate 

configuration we compute the electric polarization in order to determine the polarization branch 

and to ensure the continuity of the computed polarization value along the path. The polarization 

value at 𝜆 = 1  is the needed polarization that corresponds to the optimized configuration of 

vacancies 𝑉𝑂
𝑞
. This procedure of using intermediate configurations is critical for determining the 

electric polarization in large supercells, since polarization can easily jump discontinuously to other 

branches of different polarization quanta [54]. 

III. Results and discussions 

A. Vacancy formation energies and charge states 

Whether or not planar 𝑉𝑂
𝑞
 vacancies of a given 𝑞 charge state can occur in BaTiO3 depends on 

the formation energy ∆𝐻. A lower formation energy indicates that vacancies 𝑉𝑂
𝑞
 are more likely to 

occur by requiring a less energy. Here it helps to be (slightly) more quantitative. Using the oxygen-

vacancies concentrations which were often observed in experiments, it was quantitatively 

estimated that, when ∆𝐻 is below 1.5 eV, vacancies are very likely to occur [54]. When ∆𝐻 is 

between 1.5 eV and 4.0 eV, vacancies are still possible to occur, but with less probability. On the 

other hand, if ∆𝐻 is near or above 4.0 eV, vacancies will be difficult to form. 
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FIG. 1. 2: Vacancy formation energy ∆𝐻 as a function of the chemical potential 𝜇𝑒 of the electron 

reservoir, at the following chemical potential 𝜇𝑂  of the oxygen reservoir: (a) 𝜇𝑂 = −5.7  eV 

(oxygen poor), (b) 𝜇𝑂 = −3.0 eV, and (c) 𝜇𝑂 = 0 eV (oxygen rich). Charge state q of vacancy is 

labelled near the corresponding line. 

The calculated formation energies of planar oxygen vacancies are shown in Fig.1.2(a)-(c) as a 

function of the chemical potential 𝜇𝑒  of the electron reservoir, for three different chemical 

potentials 𝜇𝑂 of the oxygen reservoir. We use the experimental band gap of 3.2 eV as the varying 

range of 𝜇𝑒. Note that ∆𝐻 depends on both 𝜇𝑒 and 𝜇𝑂, as described in Eq.(1). Fig.1.2 contains a 

rich variety of knowledge about the energetics and stabilities of planar oxygen vacancies, from 

which several key observations can be made as follows. 

First, we see from Fig.1.2(a) that, under the oxygen-poor condition, the vacancy formation 

energies of the three charge states (𝑉𝑂
2+, 𝑉𝑂

1+, and 𝑉𝑂
0) are largely negative, which indicates that 

the formation of vacancies requires no energy. The planar oxygen vacancies of all three charge 

states will thus spontaneously occur and vacancies will be abundant under the oxygen-poor 
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condition. This is consistent with our intuition since, under the oxygen-poor condition, there are 

insufficient oxygen atoms in BaTiO3, and oxygen vacancies will thus be amply present. 

Next let us turn attention to the oxygen-rich condition in Fig.1.2(c). Interestingly, we discover 

that planar 𝑉𝑂
2+ vacancies may occur even under the oxygen-rich condition. More specifically, 

Fig.1.2(c) reveals that, when 𝜇𝑒 is close to 0, ∆𝐻 of planar 𝑉𝑂
2+ vacancies is merely 0.54 eV, and 

formation of this charge-state vacancies thus requires only a small amount of energy, indicating 

that extended 𝑉𝑂
2+  vacancies may easily form under the oxygen-rich condition. This is rather 

surprising since, according to the common wisdom, oxygen vacancies should be difficult to occur 

while oxygen is rich and sufficient. Our result suggests that one need be cautious in applying the 

common wisdom to the extended oxygen vacancies in FEs. One possible reason for the low 

formation energy of planar 𝑉𝑂
2+ vacancies in FEs, despite oxygen is rich, is explained later in 

Sec.III,(E).  

Furthermore, we can determine from Fig.1.2(c) which charge state of vacancy is most stable 

at a given chemical potential 𝜇𝑒. Specifically, when 𝜇𝑒 <  1.22 eV, 𝑉𝑂
2+ is most stable since its 

formation energy is lower than both 𝑉𝑂
1+ and 𝑉𝑂

0 in Fig.1.2(c). When 𝜇𝑒 is increased to 1.22 <

𝜇𝑒 <  2.22 eV, 𝑉𝑂
1+ becomes most stable. When 𝜇𝑒 is further increased to 𝜇𝑒 >  2.22 eV, neutral 

𝑉𝑂
0 is most stable. We thus see that, by varying 𝜇𝑒, each of the three charge states (namely 𝑉𝑂

2+, 

𝑉𝑂
1+, and 𝑉𝑂

0) can be made most stable for the extended planar oxygen vacancies. This knowledge 

(regarding which charge state is most stable in a given 𝜇𝑒 region) is useful, for it can be utilized to 

grow the planar oxygen vacancies of a desired charge state. Note also that this knowledge does not 

depend on the choice of the chemical potential 𝜇𝑂 of the oxygen reservoir, since it is the same in 

Fig.1.2(a) and Fig.1.2(b). 
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Our theoretical results that planar oxygen vacancies can be formed in BaTiO3 with reasonably 

small formation energies call for experiments to verify. Nowadays, the layer-by-layer epitaxial 

growth of perovskite oxides, enabled by pulsed laser deposition (PLD) [55] or molecular beam 

epitaxy (MBE) [56], shall (in principle) make it possible to fabricate oxide materials with extended 

defects. Although no planar oxygen vacancies have been experimentally grown per se, evidence 

for the existence of extended clusters of oxygen vacancies was reported in perovskite oxides [57, 

58], which is to some extent consistent with our theory. 

B. Condition to generate (or eliminate) planar oxygen vacancies 

One intriguing question about planar oxygen vacancies is to find the condition (to be termed 

as “Condition G”) under which these vacancies can be easily generated for all three charge states, 

for the purpose of enhancing the beneficial effects of oxygen vacancies. This question is important 

for two reasons: (i) FEs with extended oxygen vacancies may have technologically-relevant 

properties that are not available in perfect bulk, and (ii) the knowledge of this condition may be 

useful in experiments to deliberately grow BaTiO3 with extended 𝑉𝑂
𝑞
 vacancies. 

In Fig.1.2(b), at 𝜇𝑂 = −3.0 eV (i.e., as 𝜇𝑂  is located near the middle point between the 

oxygen-rich and oxygen-poor conditions), the vacancy formation energies of all three charge states 

are small and around 0.6 eV, when 𝜇𝑒 is in the range from 1.6 to 2.4 eV. As a result, planar oxygen 

vacancies of each of the three charge states may easily occur at the considered 𝜇𝑂  and 𝜇𝑒 . 

Therefore, the Condition G under which all three charge states of vacancies can be easily generated 

is 𝜇𝑂 ≈ −3.0 eV and 1.6 < 𝜇𝑒 < 2.4 eV. Furthermore, as shown in Fig.1.2(b), when 1.6 < 𝜇𝑒 <

2.4 eV, one may change the most-stable charge state by slightly altering 𝜇𝑒. Note that changing 

the charge state of defects is often technologically useful since it can drastically tune the transport 

properties. 
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Another question regarding planar oxygen vacancies is to figure out the condition (to be termed 

“Condition E”) under which all three charge states of planar oxygen vacancies can be easily 

eliminated (i.e., these vacancies are difficult to form), for the purpose of minimizing the 

detrimental effects of oxygen vacancies. Our study also yields the Condition E. From Fig.1.2(c), 

we see that, when 𝜇𝑂 = 0 eV and when 𝜇𝑒 is between 2.4 eV and 3.2 eV, the formation energies 

of all three charge states are nearly 4.0 eV or above, suggesting that planar oxygen vacancies are 

unlikely to occur. Therefore, the optimal condition to eliminate the extended oxygen vacancies 

(i.e., Condition E) is to grow BaTiO3 under the oxygen-rich condition and at the same time adjust 

𝜇𝑒 to be near the conduction band minimum. Considering that the extended oxygen vacancies are 

one key class of defects that may cause the fatigue and aging in polarization switching [15], the 

Condition E obtained here to eliminate the planar oxygen vacancies could be useful in terms of 

growing BaTiO3 solids that will improve the performance of FE devices.  

We also estimate how our calculation results may be affected if the LDA band gap is corrected. 

Ideally one would prefer the hybrid (such as HSE) density functional calculations to correct the 

band gap [59]. However, the computation of HSE hybrid-functional calculations is time 

consuming, particularly for large-supercell vacancy calculations. We thus decide to perform 

LDA+U calculations which largely improve the band gap but with manageable computation. We 

choose a U=6eV value for Ti in our calculations, since this U value produces a direct band gap of 

3.15 eV at zone-center Γ for perfect bulk BaTiO3, which is comparable to the experimental band 

gap of 3.20 eV. In contrast, the direct band gap of LDA is only 2.40eV at the Γ point. Using the 

LDA+U method, we find that the formation energies are modified, but by a rather small change of 

0.30eV, 0.35eV, and 0.55eV for planar 𝑉𝑂
0, 𝑉𝑂

1+, and 𝑉𝑂
2+ vacancies, respectively. As discussed 

quantitatively in Ref. [54], in order for oxygen 𝑉𝑂
𝑞

 vacancies to change their probability from 
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“being likely to occur” to “being unlikely to occur”, the formation energy needs to change from 

1.5eV to 4.0eV, i.e., by about 2.5eV. The modifications (on the order of 0.35eV) of the formation 

energies due to LDA+U calculations are considerably smaller than 2.5eV. Therefore, the LDA+U 

calculations and the band-gap corrections do not qualitatively alter the main conclusions in our 

study. Furthermore, from the LDA+U calculations, the relative change in the formation energies, 

for instance the formation energy of planar 𝑉𝑂
1+  vacancies with respect to that of planar 𝑉𝑂

2+ 

vacancies, is even smaller (only 0.05eV), which reveals that the transition chemical potentials (𝜇𝑒) 

between different charge states are nearly unchanged. 

C. Insulating or conducting 

Defects can cause an insulating solid to become conducting since these defects may introduce 

extra mobile charges of electrons or holes. It is thus relevant to determine whether the defected 

system is insulating or metallic. For defects in ferroelectric solids, this question is even more 

critical since mobile electrons or holes in FEs may effectively screen (and thus alter) the electric 

polarization, if ferroelectricity is to persist.  

The densities of states (DOS) of BaTiO3 with planar 𝑉𝑂
𝑞
 vacancies are shown in Fig.1.3, along 

with the DOS of perfect BaTiO3. In Fig.1.3, the energy levels of different systems are aligned by 

using the Kohn-Sham orbital energy of Ti semi-core 3𝑠 state. After alignment, it is physically 

meaningful to compare the relative orbital energies in different systems if needed, although this 

comparison is not critical in the present study. 

Several conclusions can be made from Fig.1.3: (i) For both 𝑉𝑂
0 and 𝑉𝑂

1+ planar vacancies, the 

Fermi level is located within the conduction bands [Fig.1.3(b) and Fig.1.3(c)], and these two 

systems thus have mobile electrons and are conducting. (ii) In contrast, for 𝑉𝑂
2+  vacancies in 

Fig.1.3(d), the Fermi level is located at the top of valence band, by which a sizable band gap is 
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formed between the occupied and unoccupied states. BaTiO3 with planar 𝑉𝑂
2+ vacancies is thus an 

insulator. (iii) Comparing 𝑉𝑂
0 in Fig.1.3(b) with 𝑉𝑂

1+ in Fig.1.3(c), we see that neutral 𝑉𝑂
0 has a 

larger DOS at the Fermi level, and the charge state q=0 may thus enhance the conductivity and/or 

superconductivity than q=1+. (iv) When 𝑞 increases from Fig.1.3(b) to Fig.1.3(d), the Fermi level 

decreases. 

 

FIG. 1. 3: Density of states (DOS) of the following systems: (a) Perfect BaTiO3; (b)-(d): BaTiO3 

with planar 𝑉𝑂
0  vacancies (b), planar 𝑉𝑂

1+vacancies (c), planar 𝑉𝑂
2+  vacancies (d). Dashed line 

indicates the Fermi level in each system. 

The finding of the insulating nature of planar 𝑉𝑂
2+ vacancies is nontrivial. It reveals that no 

mobile electrons and holes are available to screen the polarization in BaTiO3 with 𝑉𝑂
2+. In contrast, 

the conducting nature of planar 𝑉𝑂
0 or 𝑉𝑂

1+ vacancies indicates that polarization will be screened 

(or at least partially screened) by the mobile electrons. 
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The theoretical result that BaTiO3 with planar 𝑉𝑂
2+ vacancies is an insulator can be intuitively 

understood as follows. In BaTiO3 solid, outside each O atom, there are two additional electrons 

which are transferred from Ti or Ba cations. These two additional electrons are strongly bonded to 

the O atom, due to the strong electronegativity of oxygen atoms. When an O atom (named “atom 

X”) is removed from BaTiO3 to create a vacancy, the two additional electrons outside atom X 

prefer to stay with this atom (rather than staying inside the BaTiO3 solid) in order to lower the 

energy of the total system. In other words, we need to remove both atom X and two additional 

electrons, which leads to that each 𝑉𝑂 vacancy carries a 2+ charge. Furthermore, because the two 

additional electrons outside atom X are removed, these electrons will not be donated to the BaTiO3 

solid, and there will be no mobile electrons inside BaTiO3, which makes it an insulator. 

While both perfect BaTiO3 [Fig.1.3(a)] and defected BaTiO3 with 𝑉𝑂
2+  [Fig.1.3(d)] are 

insulating, their band gaps nevertheless differ. The LDA band gap (~1.3 eV) of defected BaTiO3 

with 𝑉𝑂
2+ vacancies is smaller than the LDA gap (~2.0 eV) of perfect BaTiO3. In FEs, a reduction 

in band gap could be technologically useful in, for instance, improving the power conversion 

efficiency in photovoltaic applications [60, 61]. 

D. Impact on ferroelectricity 

One critical subject about extended oxygen vacancies in FEs centers on how they may affect 

ferroelectricity [1, 14]. Here we attempt to shed light on this important topic. Note that the ab-

initio determination on how charged defects affect ferroelectricity is a standing challenge despite 

its importance [52], since the polarization itself in charged systems is not translation invariant. 

The determination becomes possible after it was recently proved that the change of polarization in 

charged systems is translation invariant and thus physically meaningful [54]. 
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From the densities of states in Fig.1.3, we have determined that BaTiO3 with planar 𝑉𝑂
2+ 

vacancies is an insulator, and therefore ferroelectricity can, in principle, exist for this charge state 

since there are no mobile charges to screen the polarization. The challenge is to find how large the 

polarization will be quantitatively in BaTiO3 with planar 𝑉𝑂
2+ vacancies. Will the polarization be 

similar to (or drastically different from) the value in perfect BaTiO3? On the other hand, for planar 

oxygen vacancies of two other charge states (i.e., 𝑉𝑂
0  and 𝑉𝑂

1+), the systems are metallic, and 

electric polarization is ill-defined for metallic systems. 

 

FIG. 1. 4: Polarization as a function of the λ parameter, for defective BaTiO3 with planar 𝑉𝑂
2+ 

vacancies (solid squares and solid line, using the left vertical axis), and for perfect BaTiO3 (empty 

circles and dotted line, using the right vertical axis). λ=0 corresponds to the centro-symmetric 

structure, and λ=1 corresponds to the LDA-optimized structure for each system. Note that the left 

vertical axis is in units of 10-3 C/m2. The polarization value at the final configuration λ=1 is 

determined to be 𝑃 = −4.7 × 10−3 C/m2 for BaTiO3 with 𝑉𝑂
2+ vacancies, and 𝑃 = −0.25 C/m2 

for perfect BaTiO3 without vacancies. 

We go one step further and perform the Berry-phase calculations to determine the electric 

polarizations in defective BaTiO3 with planar 𝑉𝑂
2+ vacancies as well as in perfect bulk, using the 

modern theory of polarization [51, 52] and the intermediate configurations as described in 
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Sec.II,(B). Fig.1.4 depicts the polarization as a function of the λ parameter which controls the 

intermediate configurations. 

For BaTiO3 with planar 𝑉𝑂
2+ vacancies (see the solid-square symbols and solid line in Fig.1.4), 

we observe the following. (i) The polarization value at λ=0 is zero, showing that this configuration 

is indeed centro-symmetric and can thus serve as the zero-reference point for determining the 

change in polarization, as it should be. (ii) The polarization at λ=1 is found to be P =

−4.7 × 10−3 𝐶/𝑚2, which is the polarization value for the optimized structure of BaTiO3 with 

planar 𝑉𝑂
2+ vacancies. 

Meanwhile, for perfect bulk BaTiO3 (see the empty circles and dotted line in Fig.1.4), we find 

that the polarization is P = −0.25 𝐶/𝑚2 at λ=1. This theoretical value of polarization agrees well 

with the experimental measurement results [62, 63] of |P| = 0.26 𝐶/𝑚2 , indicating that our 

polarization calculations are rather reliable. 

The results in Fig.1.4 reveal an important conclusion, that is, the electric polarization in BaTiO3 

with planar 𝑉𝑂
2+ vacancies is more than 50 times smaller than the value in perfect bulk. In other 

words, we find that planar 𝑉𝑂
2+ vacancies almost entirely eliminate the ferroelectric polarization, 

showing that the extended planar oxygen vacancies in BaTiO3 generate a devastating effect on 

ferroelectricity. 

The calculation results also reveal a drastic difference between extended oxygen vacancies and 

isolated oxygen vacancies. A previous study has reported that strong ferroelectricity with a 

polarization of 0.24 C/m2 persists in BaTiO3 with isolated 𝑉𝑂
2+ vacancies [54], which is close to 

the bulk value of 0.25 C/m2. In sharp contrast, for extended planar 𝑉𝑂
2+ vacancies, we find in 

Fig.1.4 that the polarization nearly vanishes. Therefore, the two types of oxygen vacancies produce 

very different effects on macroscopic polarization. 
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Moreover, our studies have significant implication on polarization fatigue in FEs. First, our 

current results confirm that planar oxygen vacancies indeed can give rise to polarization fatigue in 

FEs by diminishing the polarization, which supports the phenomenological model proposed in Ref. 

[15]. Second, our results suggest that polarization fatigue in switching is likely caused by extended 

vacancies (namely, not isolated vacancies), since it is the former (not the latter) that drastically 

reduces the polarization. 

E. Origin of the vanished polarization and microscopic insight 

The drastic reduction of polarization caused by planar 𝑉𝑂
2+ vacancies is interesting and may 

explain the important phenomenon such as polarization fatigue. We next attempt to provide 

microscopic insight in order to understand the origin of the declining polarization. For this purpose, 

we investigate the Ti-O relative displacement ∆𝑍 along the tetragonal c-axis direction, for each 

TiO2 layer in the LDA-optimized structures of defected BaTiO3 with 𝑉𝑂
𝑞
 vacancies. ∆𝑍 is defined 

as ∆𝑍 = 𝑍𝑇𝑖 − 𝑍𝑂 , where 𝑍𝑇𝑖  and 𝑍𝑂  are the z-component atomic positions of Ti and O, 

respectively. ∆𝑍 is an indicator of local polarization. Since each supercell of vacancy calculations 

consists of six bulk cells and we need to address the Ti-O displacement in each bulk cell, we thus 

label, as schematically illustrated in Fig.1.1, the six individual bulk cells as -3, -2, -1, 1, 2, 3 based 

on their distances from the vacancy (which is located at the center of the supercell). Cells ±1 are 

close to the vacancy, while cells ±3 are farther away from the vacancy. The obtained Ti-O relative 

displacements are shown in Fig.1.5(a)-(c) for 𝑉𝑂
2+, 𝑉𝑂

1+, and 𝑉𝑂
0, respectively. Let us first focus on 

𝑉𝑂
2+ in Fig.1.5(a). 

Several important findings can be obtained in Fig.1.5(a): (i) ∆𝑍 in cell 1 is found remarkably 

large, with a magnitude ∆𝑍 = 0.36Å. To appreciate the size of this ∆𝑍, we compare it with the Ti-

O displacement in perfect bulk BaTiO3 with P4mm symmetry, which is 0.10Å according to our 
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calculation. ∆𝑍 in cell 1 for planar 𝑉𝑂
2+ vacancies is thus ~360% times of the counterpart in perfect 

BaTiO3. This reveals that the local dipole moment is strongly enhanced in cell 1 near the planar 

vacancies, supporting the result of Ref. [39]. (ii) ∆𝑍 decreases drastically from cell 1 to cell 3, 

being quantitatively ∆𝑍 = 0.17Å in cell 2 and ∆𝑍 = 0.05Å in cell 3. It shows that the impact of 

planar vacancies declines when cells move away from the vacancies, as a result of the strong 

dielectric screening in FEs [64-66]. (iii) Interestingly, ∆𝑍 of cell 1 and ∆𝑍 of cell -1 in Fig.1.5(a) 

have an equal magnitude, but opposite signs, showing that the strong local dipole moments induced 

by planar vacancies in cells 1 and -1 are cancelled. This explains why the total polarization, 

obtained in Fig.1.4 from the Berry-phase calculations, nearly vanishes for 𝑉𝑂
2+.  

 

FIG. 1. 5: Ti-O relative displacements ∆𝑍 in individual bulk cells (as labelled by the horizontal 

axis), for the optimized atomic configurations of the following planar vacancies: (a) 𝑉𝑂
2+, (b) 𝑉𝑂

1+, 

and (c) 𝑉𝑂
0. 

Furthermore, additional microscopic insight can be gained by contrasting the ∆𝑍 

displacements of different charge states in Fig.1.5. Two key outcomes can be drawn here. First, 

we recognize that, when charge state 𝑞  decreases from Fig.1.5(a) to Fig.1.5(c), ∆𝑍  in cell 1 
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decreases notably. Quantitatively, we find that ∆𝑍 in cell 1 is 0.36Å , 0.31Å , and 0.27Å for 𝑞 =

2+, 1+, and 0, respectively. Second, ∆𝑍 in cell 1 for neutral 𝑉𝑂
0 [Fig.1.5(c)] nevertheless remains 

to be much larger than the ∆𝑍 value (0.10Å) in perfect bulk BaTiO3. Moreover, for all three charge 

states which include q=1+ in Fig.1.5(b) and q=0 in Fig.1.5(c), ∆𝑍 in cell 1 and ∆𝑍 in cell -1 exhibit 

a mirror symmetry by having opposite signs.  

One may wonder what causes ∆𝑍 in cell 1 to decline from Fig.1.5(a) to Fig.1.5(c) as charge 

state q decreases. We find that it may be answered by considering the Coulomb interaction. More 

specifically, for positively charged vacancies such as 𝑉𝑂
2+  or 𝑉𝑂

1+ , the vacancies will repel Ti 

cations and attract O anions due to the Coulomb interaction. As a result, Ti4+ ions will move away 

from the vacancy plane, while O2- ions will move toward the vacancy plane, leading to that ∆𝑍 in 

cell 1 is enhanced in 𝑉𝑂
2+ or 𝑉𝑂

1+ than in neutral 𝑉𝑂
0. 

Another question concerns why, for neutral 𝑉𝑂
0, ∆𝑍 of cell 1 in Fig.1.5(c) remains to be much 

larger than the value in perfect bulk BaTiO3. Considering that neutral 𝑉𝑂
0 vacancies do not generate 

strong Coulomb forces, it is rather interesting that ∆𝑍 in cell 1 of 𝑉𝑂
0 (namely ∆𝑍 = 0.27Å) is still 

remarkably larger than the value ∆𝑍 = 0.1Å ) in perfect bulk. This large ∆𝑍 in cell 1 for 𝑉𝑂
0 can 

be explained by the broken Ti-O bond when vacancies are created. In perfect BaTiO3, one Ti atom 

is bonded along the c-axis to two apical O atoms, one above and one below Ti. Let us denote these 

two O atoms as OA and OB. When an oxygen vacancy is created by removing, e.g., atom OB, the 

Ti-OB bond in the O-Ti-O chain along the c-axis is then broken as schematically shown in Fig.1.1 

for the Ti atom in cell 1, and the considered Ti atom will be attracted strongly toward the remaining 

OA atom in order to lower the total energy. This gives rise to a large position change of the Ti atom 

with respect to the O atoms in the same TiO2 layer (and thus a large ∆𝑍 in cell 1) for the neutral 

𝑉𝑂
0 vacancies.  
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The above microscopic insight on ∆𝑍 may also explain why planar 𝑉𝑂
2+ vacancies can occur 

with a low formation energy even under the oxygen-rich condition [as seen in Fig.1.2(c) when 𝜇𝑒 

is near 0]. For 𝑉𝑂
2+, notice that the ∆𝑍 in cell 1 is contributed by both the Coulomb repulsion 

mechanism (since 𝑉𝑂
2+ is positively charged) and the broken Ti-O bond mechanism (since 𝑉𝑂

2+ 

breaks the Ti-OB bond), and the combination of these two mechanisms leads to a gigantic ∆𝑍 =

0.36Å in cell 1. This large ∆𝑍 considerably shortens the distance between Ti and OA atoms and 

allows these two atoms to interact strongly, which stabilizes the planar 𝑉𝑂
2+ vacancies and lowers 

the formation energy. 

F. Polarization dead layer of planar oxygen vacancies 

Denote the spacing distance between two adjacent oxygen-vacancy planes as S. Our 

calculations so far are obtained for 1 × 1 × 6 supercell, which corresponds to the experimental 

situation where S is around 24Å (Here, to be consistent, the experimental lattice constant of 4Å is 

used). One interesting question then arises: what will happen if the spacing S is increased? At what 

spacing, will ferroelectricity appear? Another important topic of technological relevance centers 

on how much is the length of the polarization dead layer, to be caused by the planar oxygen 

vacancies. To address these important questions, we focus on the planar 𝑉𝑂
2+ vacancies (since, 

only for 𝑉𝑂
2+  charge state, electric polarization is well defined), and we perform additional 

calculations using 1 × 1 × 12, 1 × 1 × 18, and 1 × 1 × 24 supercells, which correspond to the 

experimental situations with spacing S being around 48Å , 72Å , and 96Å , respectively. 

The obtained Ti-O relative displacements ∆𝑍 are given in Fig.1.6(a) and Fig.1.6(b) for the 

1 × 1 × 18 and 1 × 1 × 24 supercells, respectively. Fig.1.6(a) reveals that, when S is increased to 

72Å , ∆𝑍 continues to be symmetric, being positive at one side of oxygen-vacancy plane and 

negative at the other side. Polarization remains to be vanishing. Furthermore, the magnitude of ∆𝑍 
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in cell 1 (0.38Å ) in Fig.1.6(a) is nearly the same as in Fig.1.5(a), showing that the local structure 

near the vacancy plane is very similar and does not depend on the spacing distance S. 

 

FIG. 1. 6: Ti-O relative displacements ∆𝑍 in individual bulk cells (as labelled by the horizontal 

axis) in BaTiO3 with planar 𝑉𝑂
2+  vacancies  for the following supercells: (a) 1 × 1 × 18; (b) 

1 × 1 × 24 supercells. V on the horizontal axis indicates the location of the oxygen-vacancy plane. 

However, and interestingly, when spacing S is increased to 96Å , ∆𝑍 in Fig.1.6(b) becomes 

notably different. More specifically, we see in Fig.1.6(b) that (i) while ∆𝑍 in the left side of 

vacancy plane is all negative in different bulk cells, ∆𝑍 in the right side of vacancy plane is no 

longer all positive, and instead it changes from positive in cell 1 to negative in cell 12. As a result, 

∆𝑍 ceases to be centro symmetric, which is an indication that ferroelectricity emerges in Fig.1.6(b). 

(ii) Notice that both ∆𝑍 in the left boundary (cell -12) and ∆𝑍 in the right boundary (cell 12) in 

Fig.1.6(b) are negative and point at the same direction. Therefore, the local polarizations at two 

sides of the oxygen-vacancy plane do not cancel. (iii) The magnitude of ∆𝑍 in cell -12 of Fig.1.6(b) 

is considerably large (0.068Å ), and is in fact comparable to ∆𝑍 (0.10Å ) in perfect BaTiO3. 

Furthermore, we calculate the electric polarization for the 1 × 1 × 24 supercell, and the value 

is found to be -0.038 C/m2, which is nonzero. This confirms that ferroelectricity indeed emerges 



28 
 

when the spacing S is 96Å . Not surprisingly, the above polarization value is small as compared to 

the value (-0.25 C/m2) in perfect BaTiO3, since the local polarizations in a large number of bulk 

cells cancel in Fig.1.6(b), except those bulk cells far away from the vacancy plane. 

Our calculations also answer another important question, namely the length of the polarization 

dead layer to be caused by the oxygen-vacancy plane. We see from Fig.1.6(a) [with assistance 

from Fig.1.6(b)] that the length of dead layer is approximately 9 cells (or 36Å ) on each side of the 

oxygen-vacancy plane. The (total) length of polarization dead layer is thus 72Å and is rather large, 

indicating that planar oxygen vacancies are indeed very harmful to electric polarization.  

IV. Conclusions 

Various physical properties of planar oxygen vacancies in ferroelectric BaTiO3 are investigated 

by density functional theory and modern theory of polarization. The considered properties include 

the energetics of vacancy formation, conditions to grow (or eliminate) the planar 𝑉𝑂
𝑞
 vacancies, 

insulating or conducting nature of different vacancy-charge states, the magnitude of electric 

polarization when vacancies are presented, as well as the microscopic structure insight. The main 

findings of our studies are summarized in the following. 

(i) Under the oxygen-poor condition, planar 𝑉𝑂
𝑞
 vacancies can spontaneously form and thus 

abundantly exist in BaTiO3 [Fig.1.2(a)]. Interestingly, we also find that, even under the oxygen-

rich condition, the formation energy of planar 𝑉𝑂
2+ vacancies is small and merely 0.54 eV when 

𝜇𝑒 is near VBM [Fig.1.2(c)], and planar 𝑉𝑂
2+ vacancies are thus also very likely to occur. 

Furthermore, by varying the chemical potential 𝜇𝑒  of electron reservoir, each of the three 

charge states of oxygen vacancies can be made most stable. Quantitatively, according to our 

calculations in Fig.1.2(c), 𝑉𝑂
2+, 𝑉𝑂

1+, and 𝑉𝑂
0 are most stable in the regions 𝜇𝑒 <  1.22 eV, 1.22 <

𝜇𝑒 < 2.22 eV, and 𝜇𝑒 > 2.22 eV, respectively.  
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(ii) We determine the optimal condition to grow (or eliminate) the planar oxygen vacancies of 

all three charge states in BaTiO3. If planar oxygen vacancies are beneficial and need be generated 

on purpose, the optimal condition (i.e., Condition G) is to choose 𝜇𝑂 around 𝜇𝑂 = −3.0 eV while 

adjusting 𝜇𝑒 to be in the range from 1.6 to 2.4 eV [Fig.1.2(b)], since the formation energies of all 

three charge states are rather small and ~0.6 eV under the Condition G. Another advantage of 

choosing the Condition G is that, by altering 𝜇𝑒, one can change the most-stable charge state of 

planar 𝑉𝑂
𝑞
 vacancies, hence tuning the transport properties. 

On the other hand, if planar oxygen vacancies are detrimental and need be eliminated, our 

calculations show that the optimal condition (i.e., Condition E) to eliminate them is to grow 

BaTiO3 under the oxygen-rich condition ( 𝜇𝑂 = 0 eV ) while adjusting 𝜇𝑒  to be near CBM 

[Fig.1.2(c)]. 

(iii) BaTiO3 with planar 𝑉𝑂
2+ vacancies is an insulator, and therefore no mobile charges are 

available to screen the polarization if ferroelectricity is to persist. The band gap of BaTiO3 with 

𝑉𝑂
2+ vacancies is reduced as compared to perfect BaTiO3. In contrast, BaTiO3 with planar oxygen 

vacancies of two other charge states (i.e., 𝑉𝑂
1+ or 𝑉𝑂

0) are found to be metallic, and ferroelectricity 

will be screened or at least partially screened by mobile charges. 

(iv) Pursuing one step further, we quantitatively calculate the electric polarization of defected 

BaTiO3 with planar 𝑉𝑂
2+  vacancies, and we find that planar 𝑉𝑂

2+  vacancies almost completely 

eliminate the polarization when the spacing S between two adjacent 𝑉𝑂
2+ planes is 24Å , showing 

that planar oxygen vacancies have a devastating effect on ferroelectricity. Our calculations also 

provide a rather strong evidence that polarization fatigue is likely caused by extended defects rather 

than isolated defects. 
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(v) By examining the relative displacement ∆𝑍 of Ti and O atoms, we find that, for planar 𝑉𝑂
𝑞
 

vacancies of all three charge states, ∆𝑍 in cell 1 (i.e., in the bulk cell near the vacancy) is much 

enhanced by ~300% than in perfect BaTiO3 [Fig.1.5]. The ∆𝑍  enhancement in cell 1 mainly 

originates from the broken Ti-O bond when vacancies are created. Furthermore, ∆𝑍 in cell 1 

declines when charge state 𝑞 changes from +2 to 0, which can be explained by the decreasing 

Coulomb interaction. Moreover, when the spacing S is 24Å , ∆𝑍 is found to exhibit a mirror 

symmetry for all three charge states, namely ∆𝑍s in cells ±1 are equal and have opposite sign, 

leading to the fact that polarization is largely eliminated by the planar vacancies. 

(vi) When the spacing S is increased to 96Å , we find that ferroelectricity emerges, as 

demonstrated by the local Ti-O displacements in the region far away from the vacancy plane 

[Fig.1.6(b)]. The total length of polarization dead layer caused by planar 𝑉𝑂
2+ vacancies is shown 

to be around 72Å . 

Considering that extended vacancies profoundly alter the ferroelectric properties and may have 

important (technological) implications on polarization fatigue and imprinting, we thus hope this 

study will stimulate more theoretical and experimental interest in the extended vacancies in 

ferroelectrics. 
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Chapter 2: Possible existence of unusual tri-stable polarization states in LiNbO3 under an 

open-circuit boundary condition 

I. Introduction 

Hyperferroelectricity (HyFE), in which an out-of-plane polarization persists in proper 

ferroelectrics (FE) under an open-circuit boundary condition (OCBC) [1-3], is an intriguing 

phenomenon of fundamental and technological importance. Unlike improper hybrid FEs in which 

the structural instability is caused by the rotational soft modes at the zone boundary [4-6], the 

dominating structural instability in proper FEs is caused by the soft phonon at the zone center. 

When ferroelectricity is present in proper FEs under OCBC, the out-of-plane polarization often 

generates a strong depolarization field, which tends to eliminate entirely the polarization [7, 8]. 

Ferroelectricity is thus not anticipated to persist in proper FEs under OCBC, which explains why 

HyFE is interesting and fundamentally important [9]. Furthermore, certain HyFE materials may 

also exhibit other favorable properties such as negative longitudinal piezoelectric coefficients [10]. 

HyFE was previously reported to exist in hexagonal ABC-type semiconducting FEs (such as 

LiBeSe and LiZnAs) [1] and in compounds LiBO3 (where B can be V, Nb, Ta, and Os) [3]. 

Technologically, lack of ferroelectricity under OCBC limits the miniaturization of FE devices 

and impairs the applications of FE materials [11]. On the other hand, provided that HyFE exists 

under OCBC, the storage density of FE memories can be increased [12, 13], and the efficiency of 

switching polarization may be improved due to the reduction in coercive field. Furthermore, by 

heterostructuring HyFEs with other functional solids such as semiconductors and/or 

superconductors, the properties of the combined systems may be effectively tuned by utilizing the 

polarization in HyFEs. 
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While the mechanism of HyFE remains unsettled, one possible origin is attributed to the small 

Born effective charge of ions and small longitudinal-optic/transverse-optic splitting [1]. However, 

Li et al. pointed out that this may not be necessary; for instance, HyFE was reported to exist in 

LiBO3-type materials in which the Born effective charges of ions are large [3]. Other possible 

explanations include deep internal-energy well and small spontaneous polarization [2], the 

significance of short-range interaction [3, 14], or the existence of metascreening [15].  

Despite the importance of HyFE, many issues of fundamental relevance nevertheless remain 

not fully understood. (i) First, it is profoundly important to seek reliable methods that can 

accurately determine whether a solid is HyFE. Currently, one key approach is to use the existence 

of soft longitudinal-optic (LO) phonon with imaginary frequency as the standard criterion [1-3]. 

This approach is widely used, and the existence of a soft LO phonon is commonly thought as the 

hallmark of HyFE. Recently this approach was employed to predict that LiBO3 is HyFE [3]. 

Nevertheless, one critical question remains unanswered: is this hallmark of HyFE fully justified? 

Is it possible that a solid possessing soft LO phonon may turn out to be not a HyFE? (ii) It remains 

fundamentally interesting and meanwhile elusive to understand why the strong depolarization field 

does not eliminate the polarization in HyFE and what physical origin leads to its nonzero 

polarization under OCBC. Discovery of this origin may vastly expand our understanding of HyFE. 

(iii) In the search for new HyFEs, we often rely on the trial-and-error approach, which is time-

consuming and less efficient. In light of this, one may wonder whether there exists any pivotal 

physical quantity that is of unique importance in terms of providing the much-needed guide in the 

designing and searching for new HyFEs. (iv) Are there any interesting and previously-unknown 

phenomena, which wait to be discovered in HyFEs?  
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The purpose of this project is to address the above subjects of fundamental relevance. Instead 

of using the existence of soft LO phonon as the criterion of determining HyFE [3], we here use a 

different (and more rigorous) approach by determining the electric free energy under OCBC. The 

approach of electric free energy is powerful and generally applicable because, provided that a solid 

is HyFE, it should by definition exhibit a nonzero polarization at the minimum of free energy when 

the solid is under OCBC. We choose to consider LiNbO3 since this material is technologically 

important by possessing strong ferroelectricity and piezoelectricity, high electro-optic coefficient, 

and photoelastic effect [16]. In fact, LiNbO3 has been widely used in optical parametric oscillators, 

beam deflectors, memory elements, electro-optic and nonlinear optical devices [16]. The LiNbO3 

solid belongs to the R3c space group in FE phase and the R3̅c space group in PE phase. The PE-

to-FE phase transition occurs at 1480 K.  

Driven by the technological interest, various properties of LiNbO3 have been studied 

previously. For example, neutron scattering shows evidence that the phase transition in LiNbO3 is 

largely order-disorder type [17]. The fundamental band gap of LiNbO3 was calculated using GW 

approach and Bethe-Salpeter equation, along with the phonon frequencies in FE and PE LiNbO3 

[18]. In particular, the frequencies of the soft A2u and A2g modes were found to be 183i and 92i 

cm−1, respectively [18]. Raman scattering efficiency were calculated and assigned to the measured 

Raman peaks [19], and the theory confirms the experimental results [20]. By using the vibration 

free energy, the FE-to-PE Curie temperature was theoretically determined [21]. Furthermore, 

localized vibration modes were found to exist both at the positive and negative surfaces of LiNbO3 

[22].  

Besides addressing the key issues on HyFE as described above, we will further answer some 

critical questions regarding LiNbO3. These questions include (1) whether LiNbO3 is HyFE under 
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OCBC? (2) How deep is the HyFE potential well, if HyFE exists in LiNbO3? (3) How large is the 

hyperferroelectric polarization when LiNbO3 is under OCBC? These questions cannot be (and 

have not been) rigorously addressed in previous study, which uses the approach of predicting 

HyFE according to the existence of soft LO phonon [3].  

We find that (i) the longitudinal A2u(LO1) soft mode at imaginary frequency 96i cm−1 in 

LiNbO3 yields, under OCBC, a nonzero polarization of magnitude P = 0.023 C/m2. The physical 

origin responsible for the existence of this nonzero polarization, despite that the system is under 

OCBC, is found to stem from the remarkably small depolarization energy caused by the A2u(LO1) 

phonon, which is about three orders of magnitude smaller than the depolarization energy caused 

by the corresponding transverse-optic (TO) phonon. (ii) However, and interestingly, we discover 

that the ground state of LiNbO3 under OCBC is nevertheless not hyperferroelectric, which differs 

from previous study where LiNbO3 was concluded to be HyFE [3]. Instead we find that the ground 

state of LiNbO3 under OCBC is nonpolar. This important finding reveals that possessing a soft LO 

mode does not guarantee that the solid is HyFE. Therefore, one must be cautious when using the 

hallmark criterion of determining HyFE according to the soft LO mode. (iii) The reason that the 

ground state of LiNbO3 is not HyFE can be attributed to the fact that there is a strong nonpolar 

mode, being soft at frequency 120i cm−1 under OCBC, and this mode drives the system to be 

nonpolar. (iv) Moreover, we reveal another intriguing phenomenon, namely that LiNbO3 under 

OCBC may possess an unusual, triple potential well. In other words, LiNbO3 under OCBC exhibits 

three stable and/or metastable states with different polarizations. 

II. Theoretical Methods 

A combination of three different methods is used to investigate the hyperferroelectric 

properties in LiNbO3. (i) We use the first-principles linear response theory [23-26] to determine 
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the phonon eigenvalues and eigenvectors, paying particular attention to the TO and LO phonons. 

The appearance of soft TO phonon gives rise to structural instability under the short-circuit 

boundary condition (SCBC). Meanwhile, the existence of soft LO phonon indicates the possibility 

of structural instability under OCBC, since an LO phonon is obtained after the corresponding (one 

or multiple) TO phonons interact with the macroscopic electric field induced by lattice vibration 

[27-29]. (ii) To determine the magnitude of electric polarization in the system, we use the modern 

theory of polarization via the geometric Berry-phase approach [30, 31]. (iii) We determine whether 

a solid is HyFE by optimizing the electric free energy under OCBC [32]. When a solid under 

OCBC exhibits a nonzero polarization at the free-energy minimum, HyFE occurs. These methods 

are described in the following. 

A. Linear-response phonon calculations 

Phonon calculations are performed using the density functional perturbation theory (DFPT) 

[23–26]. Change in bare-ions potential ∆V due to atomic vibration is treated as perturbation, and 

the response of electron state |∆𝜓𝑛⟩ is obtained by solving the Sternheimer equation [23], 

 (𝐻𝑠𝑐𝑓 − 𝜀𝑛)|∆𝜓𝑛⟩ = −(∆𝑉𝑠𝑐𝑓 − ∆𝜀𝑛)|𝜓𝑛⟩, (1) 

where Hscf is the single-pproject Kohn-Sham Hamiltonian, εn is the eigenvalue of Hscf, ∆𝑉𝑠𝑐𝑓(𝒓) =

∆𝑉 (𝒓) +  𝑒 ∫
∆𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝒓′ +

𝑑𝑣𝑥𝑐(𝜌)

𝑑𝜌
|
𝜌=𝜌(𝒓)

∆𝜌(𝒓) is the first-order correction to the self-consistent 

Vsc f (r) potential, and ∆𝜀𝑛 = ⟨𝜓𝑛|∆𝑉𝑠𝑐𝑓(𝒓)|𝜓𝑛⟩ is the first-order correction to eigenvalue εn. Born 

effective-charge tensor (Z) and high-frequency dielectric tensor (ϵ∞) are also determined within 

the DFPT calculations. 

Phonon frequencies and eigenvectors are obtained by solving the secular equation 

𝑑𝑒𝑡 |
1

√𝑀𝑖𝑀𝑗
𝐶𝑖𝛼,𝑗𝛽(�⃗�) − 𝜔2(�⃗�)| = 0, where 𝐶(�⃗�) is the force-constant matrix, ω is frequency, i and 
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j are atomic indices, and α and β are the Cartesiandirection indices [33]. 𝐶(�⃗�) includes both 

analytic Ca and nonanalytic Cna contributions [25]. The analytic part Ca is the force-constant matrix 

computed directly from DFPT under zero macroscopic electric field. The nonanalytic part Cna is 

caused by the fact that, in the long-wavelength limit 𝑞 → 0, an LO phonon leads to a macroscopic 

electric field, which is to interact with the lattice vibration. The nonanalytic term is given as where 

𝐶𝑖𝛼,𝑗𝛽
𝑛𝑎 (�⃗�) =

4𝜋

Ω
𝑒2 (�⃗⃗�∙𝑍𝑖)𝛼(�⃗⃗�∙𝑍𝑗)𝛽

�⃗⃗�∙𝜖∞�⃗⃗�
, where Zi is the Born effective-charge tensor of atom i and ϵ∞ is the 

high-frequency dielectric tensor due to the electron response [25].  

It should be pointed out that, when Cna is not included in the dynamic matrix, there is no 

macroscopic electric field in the solid (which corresponds to the electrical boundary condition of 

SCBC), and the existence of soft modes (if any) thus indicates the structure instability under SCBC 

[26]. On the other hand, when Cna is included in the dynamic matrix, the macroscopic electric field 

is nonzero (which corresponds to the electrical boundary condition of OCBC), and the existence 

of soft modes indicates the structure instability under OCBC. 

B. Polarization calculations 

Electric polarization consists of ionic and electronic contributions. Ionic contribution can be 

calculated directly using point charges as 𝐏𝑖𝑜𝑛 =
1

Ω
∑ 𝑞𝑖𝒓𝑖𝑖 , where qi is the charge of ion i and 𝒓𝑖 

is the ion position. Electronic contribution is calculated using the modern theory of polarization 

via the Berry-phase approach [30, 31], 

 
𝐏el =

2𝑒

(2π)3
∫𝑑𝐤⊥ Im ln∏det (< 𝑢

𝑚,𝐤∥
𝑗|𝑢

𝑛,𝐤∥
𝑗+1 >)

𝑗

, (2) 

where 𝑢𝑛,𝐤 is the cell-periodic Bloch part of occupied wave functions, 𝐤⊥ and 𝐤∥ are, respectively, 

the components of the electron wave vector perpendicular and parallel to the polarization direction. 
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Microscopic understanding of 𝐏el from individual 𝐤⊥  string can be further analyzed using the 

theory of polarization structure [34]. 

C. Electric free energy under OCBC 

When a FE solid is under OCBC (i.e., with a vanishing electric displacement D = 0), a 

macroscopic electric field E is to appear, which will interact with polarization and polarize the 

electron wave functions. To make our theory generally applicable, we consider an arbitrary atomic 

configuration {𝐫𝑖(𝜆)}  parametrized by λ. Here, {𝐫𝑖(𝜆)}  can be an intermediate configuration 

between the centrosymmetric configuration {𝐫𝑖
c}  of the paraelectric (PE) phase and the 

ferroelectric configuration {𝐫𝑖
f} of the FE phase, according to 𝐫𝑖 = 𝐫𝑖

c + 𝜆(𝐫𝑖
f − 𝐫𝑖

c), where i is the 

atomic index and λ is the control parameter by which we vary the atomic configuration. 

Alternatively, the configuration {𝐫𝑖(𝜆)} can be obtained by shifting the atoms in the PE phase 

according to the eigendisplacement |�⃗⃗�𝑖⟩ of a given phonon mode as 

 𝐫𝑖(𝜆) = 𝐫𝑖
c + 𝜆𝑎0�⃗⃗�𝑖 , (3) 

where a0 is the lattice constant. For configuration λ, the electric free energy under OCBC is [35] 

 
𝐹(𝜆) = 𝑈(𝜆) − Ω(𝜆) [𝑃(𝜆) ∙ 𝐸 +

1

2
𝜖0𝜒∞(𝜆)𝐸2], (4) 

which 𝑈(𝜆) , Ω(𝜆 ), and 𝑃(𝜆)  are, respectively, the internal energy, unit-cell volume, electric 

polarization, and the 𝜒∞
33 component of high-frequency dielectric permittivity at configuration λ; 

all these quantities are computed from the DFT calculations at zero macroscopic electric field 

because Eq.(4) is essentially a second-order Taylor expansion of the free energy around the zero 

field [32]. Since we are interested in the circumstances where the electric field is along the 

direction of polarization, the vector notations are thus dropped in Eq.(4). For a given E field, the 
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total electric polarization is obtained from Eq.(4) as 𝑃𝑡𝑜𝑡 = −
1

Ω

𝜕𝐹

𝜕𝐸
= 𝑃(𝜆) + 𝜖0𝜒∞(𝜆)𝐸. Under 

OCBC where D vanishes, the macroscopic E field is thus 

 
𝐸 = −

𝑃(𝜆)

𝜖0[1 + 𝜒∞(𝜆)]
. (5) 

Combining Eq.(4) and Eq.(5), the free energy of arbitrary configuration λ under OCBC is [32] 

 

𝐹(𝜆) = 𝑈(𝜆) − Ω(𝜆)
1 +

1
2𝜒∞(𝜆)

𝜖0[1 + 𝜒∞(𝜆)]2
𝑃2(𝜆), (6) 

where all quantities on the right-hand side can be computed by DFT. The second term in Eq.(6) is 

clearly the energy cost introduced by the depolarization field under OCBC, and will be denoted as 

 

𝑈𝑑𝑝 = Ω(𝜆)
1 +

1
2𝜒∞(𝜆)

𝜖0[1 + 𝜒∞(𝜆)]2
𝑃2(𝜆). (7) 

If the free energy under OCBC exhibits a global minimum at a configuration with nonzero 

polarization, the solid is then a HyFE. 

D. Computational details 

Technically we use the density functional theory (DFT) within the local density approximation 

(LDA) to calculate the total (internal) energy and atomic forces, and to optimize the structure. 

Computations are performed using QUANTUM ESPRESSO [36, 37]. Troullier-Martins type of 

norm-conserving pseudopotentials is generated to replace the effects of core electrons [38]. The 

rhombohedral unit cell of LiNbO3 with ten atoms is used. The cutoff energy for planewave 

expansion of the single-pproject wavefunctions is 110 Ry, which is sufficient. 
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FIG. 2. 1: Crystal structure of LiNbO3: (a) 10-atom rhombohedral unit cell, (b) 30-atom hexagonal 

unit cell. Li, Nb, and O atoms are shown in purple, green, and red spheres, respectively. 

The LiNbO3 crystal can be described either using a 10-atoms rhombohedral unit cell with 

lattice constant 𝑎𝑅 and angle γ between two trigonal lattice vectors [Fig.2.1(a)], or using a 30-

atoms hexagonal unit cell with in-plane lattice constant 𝑎𝐻  and out-of-plane lattice constant c 

[Fig.2.1(b)]. The relationship between the lattice parameters of these two cells is: 𝑎𝑅 =

1

3
√3𝑎𝐻

2 + 𝑐2 and sin
𝛾

2
=

3 2⁄

√3+𝑐2 𝑎𝐻
2⁄
. For the FE phase of bulk LiNbO3 under SCBC, our structural 

optimization yields 𝑎𝑅 = 5.444 Å and γ = 55.813°, which are close to experimental results 𝑎𝑅 = 

5.494 Å and γ = 55.867° [39]. The electric polarization in FE LiNbO3 is calculated to be 0.768 
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C/m2, agreeing with the experimental value of 0.71 C/m2 [40]. The depth of the FE double potential 

wells is determined to be −258 meV, close to the value of −259 meV in another study [41]. 

To examine the hyperferroelectric properties, we also need to consider the PE phase since 

HyFE occurs often near the PE phase. For PE LiNbO3 with centrosymmetry, atoms are located at 

Li (
1

4
,

1

4
,

1

4
), Nb (0, 0, 0), and O (𝑢,

1

2
− 𝑢,

3

4
) in the coordinate frame of the rhombohedral lattice 

vectors. We optimize both the cell parameters and internal parameter u while constraining the R3̅c 

symmetry, and we obtain 𝑎𝑅 = 5.394 Å, γ = 56.7°, and u = 0.1275. Converting our theoretical 

results from the rhombohedral cell to the hexagonal cell, we find 𝑎𝐻 = 5.1228 Å, c = 13.5326 Å, 

and an O-atom position (0.0441,
1

3
,

1

12
) . These values agree well with 𝑎𝐻 = 5.1378 Å, c = 13.4987 

Å, and the O atom position (0.0490,
1

3
,

1

12
) in Ref. [42], and with 𝑎𝐻 = 5.1250 Å, c = 13.5480 Å, 

and the O atom position (0.0420,
1

3
,

1

12
) in Ref. [43]. In PE LiNbO3, our calculated 𝑍33

∗  effective 

charges are 1.11, 9.03, and -3.36, respectively, for Li, Nb, and O atoms, which are close to the 

values of 1.11, 9.17, and -3.43 in another calculation [43]. All results show that our calculations 

are rather reliable. 

III. Results and discussions 

A. LO phonon in LiNbO3 

Since HyFE is closely connected with LO phonon, we begin by presenting the LO phonon in 

PE LiNbO3. Table.2.1 lists the calculated phonon frequencies for several zone-center modes of key 

importance in PE LiNbO3, obtained from the linear response calculations. Note that we report in 
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Table.2.1 the phonon frequencies, calculated both with and without the nonanalytical Cna 

contribution in the dynamic matrix. 

TABLE. 2. 1: The zone-center phonon modes of key relevance (2nd column), frequency ω (3rd 

column), and mode-specific effective charge �̃�3
𝑛�⃗� 

 (4th column) in centrosymmetric LiNbO3. 

Results calculated without (and with) non-analytic 𝐶𝑛𝑎 contribution in dynamic matrix are given 

in the upper (and lower) part of the Table. The nonsoft A2u(TO2) mode is also listed since it 

participates in forming the A2u(LO1) mode. 

 

 

Table.2.1 I reveals that (i) when Cna is not included (i.e., under SCBC), there are two soft 

modes, one is the A2u(TO1) mode at frequency ω = 202i cm-1 and the other is the nonpolar A2g 

mode at ω = 113i cm-1 (see the upper part of Table.2.1) [44]; (ii) When Cna is included (i.e., when 

macroscopic electric field is nonzero), the A2g mode remains to be soft, and its frequency barely 

changes from 113i cm-1 to 120i cm-1 (see the lower part of Table.2.1). This is not surprising since 

the A2g mode is nonpolar and thus does not interact strongly with the macroscopic electric field. 

(iii) Interestingly, besides nonpolar A2g, another polar mode remains soft after Cna is included, that 

is, the longitudinal-optic A2u(LO1) mode. Furthermore, the frequency of A2u(LO1) is rather 

strongly imaginary at ω = 96i cm-1, suggesting that this mode is to cause a significant structure 

instability under OCBC. 
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FIG. 2. 2: Phonon eigenvectors for the following modes: (a) A2u(TO1), (b) A2u(TO2), (c) A2u(LO1), 

(d) non-polar A2g. Li, Nb, and O atoms are shown in purple, green, and red spheres as in Fig.2.1(a), 

respectively. 

To provide microscopic insight into the structure instability, we show in Fig.2.2 the phonon 

eigenvectors of those modes in Table.2.1. For A2u(TO1) in Fig.2.2(a), we see that positively 

charged Li and Nb ions move along the same direction, and negatively-charged O ions move in an 

opposite direction along the polar axis, showing that A2u(TO1) is a polar mode. For A2u(TO2), 

which is not soft, Fig.2.2(b) tells that, while Nb and O atoms move along opposite directions, Li 

and O atoms nevertheless move along the same direction. The soft LO phonon of A2u(LO1) in 

Fig.2.2(c) is more intriguing—this mode consists predominantly of the displacements of Li atoms, 
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with small but not negligible contributions from Nb and O atoms. The A2g mode in Fig.2.2(d) 

reveals that two Li atoms move along opposite directions with the same magnitude (which 

maintains the centrosymmetry), and therefore this mode is indeed nonpolar. 

Since soft LO phonon plays a pivotal role in developing HyFE, we go one step further and 

attempt to find out where A2u(LO1) originates from, by performing the following mode analysis 

[29]. Let us use the ket vector |𝜔𝑖⟩ to denote the phonon eigenvectors obtained from the dynamic 

matrix without the nonanalytic Cna contribution, and use |𝜔′𝑖⟩ to denote the eigenvectors obtained 

from the dynamic matrix with the Cna contribution. We recognize that the eigenvectors |𝜔𝑖⟩ at the 

�⃗� = 0 zone center form a complete basis set for this phonon wave vector. We can thus use |𝜔𝑖⟩ as 

bases and expand |𝜔′𝑖⟩  according to |𝜔′
𝑖⟩ = ∑ 𝑡𝑖𝑗|𝜔′𝑖⟩𝑖  , where coefficients 𝑡𝑖𝑗 = ⟨𝜔𝑖|𝜔′𝑗⟩ 

should tell us quantitatively which modes participate in forming a given |𝜔′𝑖⟩ mode. We find that 

|A2𝑢(LO1)⟩ = √0.39|A2𝑢(LO1)⟩ + √0.61|A2𝑢(TO2)⟩ . It reveals two important outcomes: (i) 

A2u(LO1) and A2u(TO1) do not have the same eigenvectors, and instead A2u(TO1) contributes only 

39% in the process of forming A2u(LO1). This is in marked difference with semiconductor ZnO 

where LO and TO modes have nearly identical eigenvectors although their frequencies differ [32]. 

(ii) A2u(LO1) mainly comes from the nonsoft A2u(TO2), which suggests a critical knowledge that 

nonsoft phonon may play an important role in forming HyFE. 

B. Can soft A2u(LO1) yield HyFE? 

After finding that A2u(LO1) is soft, it then becomes interesting to investigate (i) how strong a 

(HyFE) spontaneous polarization may be induced by this longitudinal mode, and (ii) how deep the 

HyFE potential well will be under OCBC. These questions are nontrivial particularly when system 

is under OCBC, and the answers are previously unknown. For this purpose, we calculate the 
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electric free energies along the configuration path as parameterized in Eq.(3) by using the vibration 

eigendisplacement |�⃗⃗�𝑖⟩ of A2u(LO1).   

 

FIG. 2. 3. Electric free energy F(λ) (solid dots), internal energy U(λ) (empty triangles), and 

depolarization energy Udp(λ) (empty squares) in LiNbO3 under OCBC as a function of λ, for the 

following phonon modes: (a) soft longitudinal A2u(LO1) mode, and (b) soft transverse A2u(TO1) 

mode. In (b), F(λ) and Udp(λ) are plotted using the left vertical axis, while U(λ) is plotted using the 

right vertical axis so that the depth of the potential well of U(λ) can be clearly displayed. λ = 0 

corresponds to the PE phase. F(λ) exhibits a minimum at λ = 0.0765 for A2u(LO1) mode in (a). U(λ) 

exhibits a minimum at λ = 0.1460 for A2u(TO1) mode in (b).  

The calculated free energy F(λ), along with the internal energy U(λ), is shown in Fig.2.3(a) for 

LiNbO3 under OCBC.  Fig.2.3(a) reveals that, as λ deviates from the PE phase of λ=0, free energy 

F(λ) starts to decrease, showing that, under OCBC, the PE phase is unstable against the phonon 
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displacement of the A2u(LO1) mode. In other words, we find that the soft A2u(LO1) mode can 

induce, under OCBC, hyperferroelectricity at nonzero λ. Furthermore, our calculations in Fig.2.3(a) 

predict that F(λ) reaches its minimum at λ=0.0765. We denote the structure phase with a nonzero 

polarization at λ=0.0765 as the LO-induced HyFE phase.  

We further calculate the polarization of the LO-induced HyFE phase using the modern theory 

of polarization, and find that the polarization is PLO=0.023 C/m2. This polarization is not small and 

is comparable in magnitude to the value of 0.02 C/m2 previously found in the ABC-type 

hyperferroelectric materials LiBeSb and LiZnAs [1]. Furthermore, Fig.2.3(a) shows that the free-

energy depth of the HyFE potential well is ∆F=-9 meV, which is close to the internal-energy depth 

(-9.57 meV) of the double potential well in prototypical ferroelectric BaTiO3 under SCBC [45]. 

This is rather remarkable and implies that the Curie temperature of HyFE in LiNbO3 under OCBC 

could be as high as that of bulk BaTiO3 (120˚C).  

Having seen that A2u(LO1) is able to induce a HyFE phase, readers may wonder whether 

A2u(TO1), the TO mode, can produce a nonzero polarization under OCBC. Here we go one step 

further and determine the free energy F(λ) under OCBC and the internal energy U(λ) for this TO 

mode using the A2u(TO1) eigendisplacement. The results are shown in Fig.2.3(b). 

Let us first focus on the internal energy U(λ) in Fig.2.3(b). Note in Eq.(4) that, when 

macroscopic electric field E vanishes (i.e., when system is under SCBC), the internal energy U(λ) 

is the free energy, namely U(λ) yields the energetics and structural instability under SCBC. 

Fig.2.3(b) reveals that (i) as λ deviates from λ=0, U(λ) drastically decreases and exhibits a 

minimum at λ=0.1460. We name the atomic configuration corresponding to this λ value as the TO-

induced phase (under SCBC). (ii) The potential well of U(λ) for this TO-induced phase is very 

deep and is -227 meV [see the triangle symbols and the right vertical axis in Fig.2.3(b)]. (iii) We 
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further find that the A2u(TO1) mode is the mode responsible for the FE phase in bulk LiNbO3 under 

SCBC (not OCBC). As a matter of fact, we compute the polarization for the TO-induced phase, 

and find that the polarization is 0.756 C/m2, which is very close to the calculated polarization value 

of 0.768 C/m2 in bulk LiNbO3 under SCBC. Furthermore, we examine the atomic off-center 

displacement ∆rz along the polar z-direction in the TO-induced phase with respect to the 

centrosymmetric configuration, by fixing one Nb atom at the origin as the reference. ∆rz is defined 

as ∆𝑟𝑧(𝑖) =  𝑟𝑧(𝑖)  −  𝑟𝑧
𝑐(𝑖 ), where 𝑟𝑧(𝑖 ) and 𝑟𝑧

𝑐(𝑖 ) are the z-position of atom i in the non-

centrosymmetric and centrosymmetric phases, respectively. ∆rz is shown in Fig.2.4, and we find 

that the ∆rz values for the TO-induced phase (yellow bars in Fig.2.4) and for the bulk FE phase 

(shaded bars in Fig.2.4) are very close to each other for all atoms,  confirming that the A2u(TO1) 

mode is indeed responsible for the ferroelectricity in bulk LiNbO3 under SCBC. 

Interestingly, Fig.2.3(b) also reveals that, although U(λ) produces a deep internal-energy  

potential well, the free energy F(λ) nevertheless does not exhibit a minimum at nonzero λ under 

OCBC. Instead, as λ deviates from λ=0 in Fig.2.3(b), F(λ) monotonously increases. Therefore, 

under OCBC, A2u(TO1) produces only a stable PE phase at λ=0. This demonstrates that the 

A2u(TO1) mode cannot generate HyFE under OCBC. 
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FIG. 2. 4: Atomic off-center displacement ∆𝑟𝑧 with respect to the centrosymmetric PE phase, for 

the following configurations in LiNbO3: the bulk FE phase under SCBC (shaded), the TO-induced 

phase under SCBC (yellow), the LO-induced phase under OCBC (orange), and the nonpolar nP 

phase under OCBC (violet). In all cases, one Nb atom is placed at the origin as the reference.  Li1 

and O1 are located at the bottom of the cell, while  Li2 and O2 are located at the top of the cell 

[see Fig.2.1(a)]. 

 

C. Origin of LO-induced HyFE in LiNbO3 

The finding that the A2u(LO1) mode is able to generate a free-energy minimum at nonzero λ 

(and thus produce HyFE) under OCBC, despite the fact that the internal-energy well of this soft 

LO mode is very shallow, is intriguing. We now attempt to provide the physical origin which aims 

at understanding why the HyFE free-energy minimum exists.  

Figures 3.5(a)-3.5(d) shows the computed internal energy U, electric polarization P, high-

frequency dielectric constant 𝜀∞ = 1 + 𝜒∞, and the depolarization energy Udp for the A2u(LO1) 

mode. In order to obtain insightful knowledge, we also plot in Fig.2.5 each quantity obtained for 

A2u(TO1) (the TO mode) on the same figure so that a direct comparison can be made. Fig.2.5(a) 

reveals that the well depth of the internal energy for A2u(TO1), -227 meV, is indeed much deeper 

than the value of -13 meV for A2u(LO1); the latter is barely noticeable in the inset of Fig.2.5(a). 
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Interestingly, Fig.2.5(b) reveals that the electric polarizations for the configurations along the 

A2u(LO1) path and along the A2u(TO1) path exhibit drastic differences. Along the A2u(TO1) path, 

polarization rises rapidly from P=0 at λ=0 to P=0.730 C/m2 at λ=0.14 (which is near the internal-

energy minimum of this TO mode). However, along the A2u(LO1) path, polarization increases very 

slowly from P=0 at λ=0 to merely P=0.025 C/m2 at λ=0.08 (which is near the internal-energy 

minimum of this LO mode). Quantitatively, the slope 
𝑑𝑃

𝑑𝜆
=0.31 C/m2 along the LO path is more 

than one order of magnitude smaller than the slope 
𝑑𝑃

𝑑𝜆
=5.21 C/m2 along the TO path, which is 

phenomenal. 

 

FIG. 2. 5: Variations of the following quantities as a function of λ, for the A2u(LO1) mode (solid 

circles and labelled as LO) and for the A2u(TO1) mode (open squares and labelled as TO): (a) 

internal energy U(λ), (b) polarization P(λ), (c) high-frequency dielectric constant 𝜀∞ = 1 + 𝜒∞, 

and (d) the depolarization energy Udp. The insets in (a)-(d) are the blowup of the A2u(LO1) curve 

on small scale. 
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We find that the key mechanism---by which A2u(LO1) is able to generate a free-energy 

minimum at nonzero λ (and thus HyFE)---originates from the small depolarization energy Udp, as 

depicted in Fig.2.5(d). From the inset of Fig.2.5(d), we see that, at λ=0.08 which is near the 

internal-energy minimum along the A2u(LO1) path, the depolarization energy Udp is only 4 meV, 

which is remarkably small. Since U is -13 meV at λ=0.08, the free energy F=U+Udp is still negative 

at this nonzero λ as shown in Fig.2.3(a), allowing the existence of structure instability (and thus 

HyFE) for A2u(LO1) under OCBC. In contrast, along the A2u(TO1) path, at λ=0.14 near the internal-

energy minimum of this path, the depolarization energy in Fig.2.5(d) is 4.32 eV, far exceeding the 

internal-energy gain of -0.227 eV. As a consequence, the free energy in Fig.2.3(b) is positive when 

λ deviates from 0, and no structural instability occurs under OCBC along the A2u(TO1) path. 

It is not surprising that the depolarization energy Udp is small along the A2u(LO1) path, since 

Udp is proportional to P2 and inversely proportional to 𝜀∞ = 1 + 𝜒∞  according to Eq.(7). Our 

finding that the polarization increases slowly along the A2u(LO1) path [Fig.2.5(b)] naturally leads 

to a small depolarization energy. The relatively larger 𝜀∞ dielectric constant along the A2u(LO1) 

path [Fig.2.5(c)], as compared to that along the A2u(TO1) path, further contributes to the small 

depolarization energy of A2u(LO1).   

D. Possible key quantity in the search for new HyFE 

Another interesting and technologically-important question centers on whether there is any key 

physical quantity which may help in the searching or designing of new hyperferroelectric solids. 

We find that such a quantity indeed exists, and it is the mode-specific effective charge (MEC), 

�̃�𝛼
𝑛�⃗⃗�

, of a given phonon (not the effective charges of ions). Consider a phonon mode 𝑛�⃗� with 

normalized eigendisplacement 𝑢𝑖𝛽
𝑛�⃗⃗�

, the mode-specific effective charge �̃�𝛼
𝑛�⃗⃗�

 of this phonon is 

defined as 
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 �̃�𝛼
𝑛�⃗⃗� = ∑𝑍𝑖,𝛼𝛽

∗

𝑖𝛽

𝑢𝑖𝛽
𝑛�⃗⃗� , (8) 

where 𝑍𝑖,𝛼𝛽
∗  is the dynamic Born effective charge of atom i, n the phonon-branch index, �⃗� the 

phonon wave vector, and α and β the indices of Cartesian directions. Note that (i) �̃�𝛼
𝑛�⃗⃗�

 is a vector 

(not a tensor); (ii) �̃�𝛼
𝑛�⃗⃗�

 depends critically on phonon displacement 𝑢𝑖𝛽
𝑛�⃗⃗�

. Using the definition in 

Eq.(8), the change in polarization for the atomic configuration constructed along the vibration 

direction of the 𝑛�⃗� phonon will be ∆𝑃𝛼 =
1

Ω
�̃�𝛼

𝑛�⃗⃗�𝑎0Δ𝜆, where a0 is the lattice constant. Note that 

∆Pα is directly proportional to the mode-specific effective charge �̃�𝛼
𝑛�⃗⃗�

, not the Born effective 

charges Z* of ions per se.  

We compute the MEC along the polarization direction, namely �̃�3 , for the A2u(TO1) and 

A2u(LO1) modes, and the results are given in the fourth column of Table.2.1. The �̃�3 value of 

A2u(TO1) is found to be 6.65, which is large and leads to the rapid increase of polarization in 

Fig.2.5(b) for this TO mode as λ increases. Interestingly, and in sharp contrast, the �̃�3 value of 

A2u(LO1) is only 0.39, which is outstandingly small. This tiny MEC is critical in terms of giving 

rise to the very slow increase in the polarization when λ increases, as shown in Fig.2.5(b) for the 

LO mode. Therefore, we find that MEC is likely a possible key quantity that is responsible for the 

small polarization, small depolarization energy Udp, and the existence of HyFE. Meanwhile, we 

would also like to point out that, although our study of LiNbO3 suggests that small mode-specific 

effective charge is vitally important for the existence of HyFE, it nevertheless requires more 

studies on other hyperferroelectric solids to find out whether the conclusion can be generalized to 

other materials.  

We recognize that �̃�3=0.39 of A2u(LO1) is even smaller than 𝑍33
∗ =1.11 of Li atom. This is rather 

interesting and meanwhile puzzling since (i) if A2u(LO1) involves only Li atoms alone, its �̃�3 value 
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will be 1.11, which is still considerably larger than 0.39; (ii) 𝑍33
∗ =9.03 of Nb atoms and 𝑍33

∗ =-3.36 

of O atoms are (much) larger in magnitude than that of Li. The origin of the exceptionally small 

�̃�3 of A2u(LO1) can be intuitively understood by examining the phonon eigenvector of this mode 

in Fig.2.2(c). Fig.2.2(c) shows that, although A2u(LO1) consists of a large amplitude from Li atoms, 

the contribution from Nb atoms cannot be neglected, however. Furthermore, note that Nb atoms 

vibrate along the opposite direction as Li atoms, and since 𝑍33
∗  of Nb is very large, a small vibration 

amplitude of Nb atoms will cancel, to a large extent, the contribution from Li atoms in Eq.(8), 

which leads to a small �̃�3 for A2u(LO1). 

E. Existence of tri-stable states 

The existence of soft LO mode has been previously used as a key benchmark for determining 

whether or not a solid is HyFE [1-3, 14]. Is this benchmark always valid? Is it possible that the 

ground state may turn out to be non-HyFE even if a soft LO mode exists under OCBC? Since this 

is a subject of critical importance, we address it here.  

As we report in the lower part of Table.2.1, besides the soft A2u(LO1) mode, there exists another 

soft A2g mode when Cna is included (i.e., under OCBC). Fig.2.2(d) shows that, in A2g mode, two 

Li atoms exhibit opposite displacements along the polar axis with respect to the central Nb atom; 

therefore, the mode is non-polar. Also note that under OCBC, the frequency of the A2g mode, 120i 

cm-1, is more unstable than the soft A2u(LO1) mode. It will be inappropriate to ignore the soft non-

polar A2g mode and conclude LiNbO3 is a bistable HyFE. One key question is to determine how 

the soft A2g mode may affect HyFE in LiNbO3 under OCBC. 

We calculate the electric free energies for the configurations generated according to the phonon 

eigen-displacement of the A2g mode, and the result is shown in Fig.2.6(a). Since the A2g mode is 

non-polar, the depolarization energy Udp is zero and the internal energy is the only contribution to 
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the free energy under OCBC. Fig.2.6(a) reveals that, when the free energy is at its minimum, the 

optimal λ value is 0.11. We name the configuration at this optimal λ as the non-polar “nP” phase, 

and denote the configuration as {𝐫𝑖
nP}. Fig.2.6(a) also tells us that the free-energy well depth of the 

nP phase is -30.2 meV, which is about 3 times deeper than the counterpart of the A2u(LO1)-induced 

LO phase [see Fig.2.3(a)]. Therefore, our calculations reveal that the ground state of LiNbO3 under 

OCBC is non-polar, which is energetically more stable than the hyperferroelectric LO phase under 

OCBC. Importantly, the result also demonstrates that the existence of soft LO mode does not 

guarantee the occurrence of HyFE. One must be cautious when using the existence of soft LO 

mode as the hallmark criterion to determine whether a solid is HyFE. 

It is interesting to point out that LiNbO3 behaves rather differently from the hexagonal ABC-

type semiconductor FEs such as LiBeSb and LiZnAs. Unlike the ABC-type semiconductor FEs in 

which only one soft LO phonon exists in the long-wavelength limit under OCBC [1], LiNbO3 

under OCBC exhibits a soft, non-polar A2g mode in addition to a soft LO mode. Previous study 

focused only on the soft LO mode in LiNbO3 and did not consider the non-polar A2g mode, which 

inappropriately concluded that LiNbO3 is HyFE [3].  

After having established that the ground state of LiNbO3 under OCBC is non-polar, we further 

discover another intriguing possibility, that is, LiNbO3 under OCBC exhibits unusual tri-stable 

states. To show this, we consider the configurations along the path connecting the nP phase and 

the LO phase, namely we examine the intermediate configurations according to  

𝐫𝑖(𝛼) = 𝐫𝑖
nP + 𝛼(𝐫𝑖

LO − 𝐫𝑖
nP), where 𝐫𝑖

nP and 𝐫𝑖
LO are respectively the atomic positions of the nP 

and LO phases. Obviously, α=0 and α=1 correspond to the nP phase and LO phase, respectively. 

The calculated free energy is plotted in Fig.2.6(b) as a function of parameter α. We set the local 

maximum of the free energy between the nP and LO phases as the zero energy in Fig.2.6(b). 



56 
 

 

FIG. 2. 6: Electric free energy F of LiNbO3 under OCBC for (a) the configurations generated 

according to the eigen-displacement of the soft A2g mode, and (b) the configurations along the 

transition path from the non-polar nP phase to the LO phase, where the internal energy U and the 

depolarization energy Udp are also shown. In (a), internal energy is the only contribution to the free 

energy, and the depth of the potential well is -30.2 meV. In (b), free energy F exhibits three local 

minima located at α=0 and α=±1. 

Interestingly, Fig.2.6(b) reveals that, in addition to the global minimum at α=0, there is one 

local free-energy minimum located at α=1 (also at α=-1 due to symmetry), which is the 

hyperferroelectric LO phase with polarization P=0.023 C/m2. We also find that, with respect to 

the local maximum at α=0.7, the well depth of the free energy for the LO and nP phases are -1.9 

meV and -23 meV, respectively. Therefore, we find that LiNbO3 under OCBC possesses 

interesting tri-stable states (i.e., three local minima at α=0 and α=±1). 
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The finding—that LiNbO3 transforms from polarization bi-stable states to tri-stable states 

when the boundary condition changes from SCBC to OCBC—is interesting in the following sense: 

(i) unlike bistable states where the centrosymmetric state is unstable and cannot be accessed below 

the Curie temperature, the centrosymmetric nP phase in LiNbO3 under OCBC is stable and can be 

accessed in experiments. (ii) As an unusual feature of the tri-stable states, the hysteresis loop in 

LiNbO3 under OCBC will be different from the normal hysteresis of bi-stable states, by exhibiting 

the existence of a threshold electric field which is required to move the system out of the stable 

centrosymmetric nP phase. This may also reduce the dielectric loss during the hysteresis [46]. (iii) 

The existence of tri-stable states can be technologically very useful by utilizing HyFE to design 

new FE applications such as ternary memory devices and on/off switching devices. 

IV. Conclusions 

We have employed a combination of linear-response perturbation theory, the modern theory 

of polarization, and electric free energy to investigate the hyperferroelectric properties of 

technologically important LiNbO3 solid under OCBC. Our specific findings are summarized in the 

following. 

(i) The longitudinal A2u(LO1) mode is soft with an imaginary frequency of 96i cm-1 in 

centrosymmetric LiNbO3 under OCBC. Although the well depth of the internal energy is shallow 

and merely -13 meV for the A2u(LO1) mode, we find that this LO mode can nevertheless induce a 

free-energy minimum at non-zero polarization P=0.023 C/m2 (thus HyFE) under OCBC. The 

(HyFE) free-energy well depth is determined to be -9 meV, which is comparable to the well depth 

of bulk BaTiO3 under SCBC. 

In contrast, the transverse A2u(TO1) mode, despite that it generates a very deep internal-energy 

well depth of -227 meV, is found incapable of inducing HyFE under OCBC. 
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(ii) The origin why soft A2u(LO1) is able to generate a non-zero polarization under OCBC is 

revealed, and is found to result from the extraordinarily small depolarization energy which is only 

+4 meV. Combined with the (albeit small) internal-energy well depth of -13 meV, the electric free 

energy still exhibits a minimum at non-zero polarization and thus HyFE under OCBC. A2u(TO2) 

(iii) We further reveal that the soft A2u(LO1) mode is formed by the coupling between the soft 

A2u(TO1) mode and non-soft A2u(TO2) mode, and a large majority contribution of 61% comes from 

the non-soft A2u(TO2). Our study thus shows new knowledge that non-soft mode may play a 

pivotal role in developing HyFE. 

(iv) We find a critical physical quantity that is important in the searching and designing of new 

HyFE materials, and the quantity is the mode-specific effective charge �̃�𝛼
𝑛�⃗⃗�

 defined in Eq.(8). We 

further determine that �̃�3
𝑛�⃗⃗�

 is very small and merely 0.39 for A2u(LO1) in LiNbO3, which is 1700% 

smaller than �̃�3
𝑛�⃗⃗�

=6.65 for A2u(TO1). In fact, �̃�𝛼
𝑛�⃗⃗�

 can in principle approach zero for LO modes. A 

tiny �̃�𝛼
𝑛�⃗⃗�

 gives rise to a very small depolarization energy Udp and thus HyFE under OCBC. 

(v) Despite that A2u(LO1) can induce HyFE, we discover that the ground state of LiNbO3 under 

OCBC is nevertheless not HyFE. The reason that the ground state of LiNbO3 is not HyFE is caused 

by the fact that, in addition to soft A2u(LO1), there exists another soft non-polar A2g mode in 

LiNbO3 under OCBC, which dominates the structure distortion and produces a non-polar ground 

state. Our calculations thus reveal that the existence of a soft LO mode does not guarantee that the 

solid will be HyFE. One need be cautious in using this criterion to determine HyFE. 

(vi) We further reveal an intriguing possibility that LiNbO3 is tri-stable under OCBC. More 

specifically, we find that, along the configuration path transitioning from the ground-state non-

polar nP phase to the polar LO phase, LiNbO3 under OCBC possesses three stable polarization 

states, which are located at P=±0.023 and 0 C/m2. The free-energy potential wells for the nP and 
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LO phases are calculated to be -23 meV and -1.9 meV, respectively. The finding of tri-stable states 

in LiNbO3 under OCBC may open new phenomena and new possibilities of technological 

applications. We hope the rich and interesting results in this study will stimulate more theoretical 

and experimental interest on hyperferroelectricity. 
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Chapter 3: Giant hyperferroelectricity in LiZnSb and its origin 

I. Introduction 

Hyperferroelectricity (HyFE) is an interesting phenomenon of both fundamental and 

technological importance [1-3]. Differing from improper ferroelectrics (with the dominating 

structural instability occurring at the zone boundary) [4-7], materials with HyFE are a class of 

proper ferroelectrics (FE) in which ferroelectric instability originates from the soft phonons at the 

zone center. When proper FEs are under an open-circuit boundary condition (OCBC), the strong 

depolarization field tends to suppress ferroelectricity [8, 9]. Intriguingly, HyFEs are able to 

maintain polar instability even under OCBC (despite the existence of depolarization field), which 

explains why HyFEs are fundamentally interesting [10]. 

Technologically, HyFEs can be potentially very useful in device miniaturization; for instance, 

the persisting polarization in HyFE thin films allows the FE memories to be smaller, which 

increases the storage density [11, 12]. HyFEs may also possess unusual properties such as 

polarization tri-stability [13] and negative longitudinal piezoelectric coefficients [14]. Furthermore, 

HyFEs can be utilized (in heterostructures) to tune the properties of other functional materials such 

as topological insulators or superconductors. 

HyFE has been reported to exist in hexagonal ABC-type semiconducting FEs such as LiBeSb 

[1], and in LiBO3 compounds (where B can be V, Nb, Ta, and Os) [3]. Furthermore, HyFE was 

also shown to be metastable in LiNbO3 under OCBC [13]. 

Despite the profound importance of HyFE, many fundamental challenges nevertheless remain 

in the field of HyFE. More specifically, (i) the spontaneous polarization under OCBC, found so 

far in many HyFEs, turns out to be tiny and not practically useful. For example, the HyFE 

polarization in LiBeSb is merely 0.02 C/m2 under OCBC, which is more than twenty times smaller 
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than the value of 0.59 C/m2 of the same solid under a short-circuit boundary condition (SCBC) [1]. 

Similarly, in LiNbO3 under OCBC, the HyFE polarization was reported to be 0.023 C/m2, which 

is drastically reduced from the polarization of 0.768 C/m2 in LiNbO3 under SCBC [13]. The tiny 

HyFE polarization under OCBC poses an outstanding obstacle to the technological use of 

hyperferroelectricity. It is thus fundamentally important to search for HyFE materials of large 

polarization under OCBC. (ii) The well depth of hyperferroelectricity is detrimentally small, and 

consequently, the HyFE phase is stable only at very low temperatures. For instance, the free-energy 

well depth of the HyFE phase in LiNbO3 under OCBC is only -1.9 meV, which is two orders of 

magnitude smaller than the FE well depth of -227 meV under SCBC [13]. Thermal fluctuation can 

thus easily eliminate the hyperferroelectricity in LiNbO3. Therefore, seeking the 

hyperferroelectricity that is stable under room temperature is of critical significance. (iii) HyFE 

defies the conventional wisdom, by possessing ferroelectricity despite the strong depolarization 

field. It is thus profoundly important to identify the origin on why HyFE exists—and even better, 

to discover the mechanism that can lead to strong HyFE with large polarization. 

In this project, we investigate the hyperferroelectricity in LiZnSb using first-principles density 

functional theory. LiZnSb has been experimentally synthesized [15], and exhibits interesting 

properties such as superior thermoelectric conductivity[16]. We determine the HyFE polarization 

and well depth using a rigorous approach based on the electric free energy under OCBC [17]. 

When a solid possesses hyperferroelectricity, the electric free energy under OCBC should, by 

definition, exhibit a minimum at a structure configuration of nonzero polarization. 

We find that (i) a giant HyFE polarization exists in LiZnSb under -2% compressive inplane 

strain, and the magnitude of polarization is 0.282 C/m2 under an open-circuit boundary condition, 

which is rather remarkable since this magnitude of polarization under OCBC is comparable to the 
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polarization of 0.21 C/m2 in prototypical ferroelectric BaTiO3 under a short-circuit boundary 

condition [18]. (ii) The hyperferroelectricity in LiZnSb is discovered to be unusually stable, with 

a well depth of the electric free-energy being -332 meV. It indicates that the HyFE phase in LiZnSb 

is stable even under room temperature. (iii) The physical origin responsible for the giant 

hyperferroelectricity is shown to stem from two facts: the mode effective charge of the soft 

longitudinal-optic (LO) phonon is large in LiZnSb, and LiZnSb is close to be metallic with a large 

high-frequency dielectric constant. This finding also provides a useful guideline in order to search 

for new HyFE materials. (iv) Moreover, we reveal that hyperferroelectricity under OCBC responds 

to the inplane strain in an interestingly different manner than ferroelectricity under SCBC. 

II. Theoretical methods 

We employ the density functional theory (DFT) within the local density approximation (LDA) 

[19] to calculate the total (internal) energy, atomic force, cell stress, and the optimal structure, as 

implemented in Quantum Espresso [20, 21]. Norm-conserving pseudopotentials of the Troullier-

Martins type is generated to replace the effects of core electrons [22, 23]. Spin-orbit coupling is 

included in the calculations. The cutoff energy for plane-wave expansion of the single-pproject 

wavefunctions is 120 Ry, which is tested to be sufficient. 6 × 6 × 4 Monkhorst-Pack k-mesh is 

used. A combination of three different methods are used to investigate the HyFE properties in 

LiZnSb. These methods are described as follows. 

(i) The linear-response density functional perturbation theory (DFPT) [24-27] is used to study 

the lattice vibration and phonon modes. Phonon frequencies and eigenvectors are calculated by 

solving the secular equation 𝑑𝑒𝑡 |
1

√𝑀𝑖𝑀𝑗
𝐶𝑖𝛼,𝑗𝛽(�⃗�) − 𝜔2(�⃗�)| = 0, where 𝐶(�⃗�) is the force-constant 

matrix, ω is eigen-frequency, i and j are atomic indices, and α and β are the indices of Cartesian 

directions [28]. 𝐶(�⃗�) = 𝐶𝑎 + 𝐶𝑛𝑎 includes both the analytic part Ca and non-analytic part Cna [26]. 
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The analytic part applies when there is no macroscopic electric field (i.e., when the system is under 

SCBC); Ca can be directly calculated using DFPT [25, 26]. The non-analytic part comes from the 

interaction between lattice vibration and the macroscopic electric field, e.g., when the system is 

under OCBC. Cna is computed [26] as 𝐶𝑖𝛼,𝑗𝛽
𝑛𝑎 (�⃗�) =

4𝜋

Ω
𝑒2 (�⃗⃗�∙𝑍𝑖)𝛼(�⃗⃗�∙𝑍𝑗)𝛽

�⃗⃗�∙Σ∞�⃗⃗�
, where Zi is the Born 

effective-charge tensor of atom i, and Σ∞  is the high-frequency dielectric tensor due to the 

electronic response. 

Since HyFE is related to soft modes and structural instability under OCBC [1-3], we begin 

with the paraelectric (PE) phase of LiZnSb, and optimize the atomic positions and cell structure 

while constraining it to be centro-symmetric. We then compute the zone-center phonon modes. 

The existence of a soft longitudinal-optic (LO) phonon in the PE phase indicates that the system 

is unstable under OCBC [1, 2]. Nevertheless, the existence of soft LO phonon does not guarantee 

that the system is HyFE [13]. 

(ii) The electric free-energy approach [17] is used to determine whether (or not) HyFE exists 

in a solid. Once a zone-center soft LO phonon is determined, we then vary the atomic configuration 

using the vibration eigen-displacement |�⃗⃗�𝑖⟩ of this soft LO phonon, according to 𝐫𝑖(𝜆) = 𝐫𝑖
c +

𝜆𝑐�⃗⃗�𝑖, where {𝐫𝑖
c} is the configuration of the PE phase, λ is the control parameter, and c is the lattice 

constant along the polarization direction. 

The electric free-energy of a polar solid under a finite electric field E is defined [29] as 𝐹(𝜆) =

𝑈(𝜆) − Ω(𝜆) [𝑃(𝜆) ∙ 𝐸 +
1

2
𝜖0𝜒∞(𝜆)𝐸2], which U is the internal energy, Ω the unit-cell volume, P 

the electric polarization, and 𝜒∞ = Σ∞
33 − 1  is the component of high-frequency dielectric 

permittivity. Here, both P and E are along the polar direction, and therefore the vector notation is 

dropped. Using the free energy, one obtains the total polarization under a finite electric field as 
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𝑃𝑡𝑜𝑡 = −
1

Ω

𝜕𝐹

𝜕𝐸
= 𝑃(𝜆) + 𝜖0𝜒∞(𝜆)𝐸 . In this equation, the electronic contribution to the total 

polarization is included in the second term via high-frequency dielectric permittivity χ∞. The ionic 

contribution is included in the first term (which is the Berry-phase polarization for new atomic 

positions after ions move). Therefore, the dielectric permittivity from ions is included in the free 

energy via polarization P and need not be accounted again. Using the vanishing electric 

displacement D=0 under OCBC, the electric free energy along the LO configuration path can be 

analytically determined as [17], 

 

𝐹(𝜆) = 𝑈(𝜆) − Ω(𝜆)
1 +

1
2𝜒∞(𝜆)

𝜖0[1 + 𝜒∞(𝜆)]2
𝑃2(𝜆), (1) 

The second term in Eq.(1) is the energy cost due to the existence of depolarization field, and will 

be denoted as the depolarization energy Udp(λ). By definition, a solid will be HyFE if the electric 

free-energy F(λ) has a minimum at nonzero λ (i.e., at a configuration with nonzero polarization). 

(iii) The electric polarization P in Eq.(1) is computed using the modern theory of polarization 

via the geometric Berry-phase approach [30, 31]. Microscopic understanding of electric 

polarization can be further obtained using the theory of polarization structure [32]. 

III. Results and discussions 

A. Structural and electronic properties of LiZnSb 

The centro-symmetric PE phase of LiZnSb has P63/mmc symmetry, and its unit cell is shown 

in Fig.3.1(a), where Zn and Sb atoms are located on the same plane, and Li atoms occupy the 

intercalated positions. Polar LiZnSb (i.e., the FE phase) exhibits a LiGaGe structure with P63mc 

group symmetry, where Zn and Sb atoms occupy the sites of the wurtzite sublattices. The unit cell 

of the FE phase of LiZnSb is shown in Fig.3.1(b). The atomic positions and spontaneous 
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polarization in FE LiZnSb were reported previously [33, 34], but hyperferroelectric properties 

were not investigated in these studies. 

 

FIG. 3. 1: (a) A three-dimensional (3D) view of the unit cell of LiZnSb in the centrosymmetric 

PE phase; (b) A 3D view of the unit cell of LiZnSb in the FE phase. (c)-(e) The side views of 

the phonon eigenvectors of the following modes in PE LiZnSb under a −2% inplane strain: 

(c) soft transverse-optic A2u(TO1) mode; (d) non-polar B1g mode; (e) soft longitudinal-optic 

A2u(LO1) mode. Atomic vibration amplitude and direction are shown in arrows. Li, Zn, and 

Sb atoms are shown respectively in green, gray, and golden colors. 

The lattice constants obtained in our calculations are a=4.392 Å and c=7.490 Å for the PE 

phase of LiZnSb, where atoms are located at Li (0, 0, 0), Zn (2/3, 1/3, 1/4), and Sb (1/3, 2/3, 1/4). 

For the FE phase of LiZnSb, our calculated lattice constants are a=4.355 Å and c=7.073 Å, which 

agree well with the values a=4.376 Å and c=7.081 Å in Ref.[33], as well as with the results a=4.341 

Å and c=6.962 Å in Ref.[34]. Atomic positions of FE LiZnSb are determined to be Li (0, 0, 0), Zn 

(2/3, 1/3, 0.342), and Sb (1/3, 2/3, 0.224) in our calculations, which are in good agreement with 
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other studies (see Table.3.1 for comparison). Furthermore, our calculated electric polarization for 

FE LiZnSb under SCBC is 0.544 C/m2, and our calculated depth of the FE double well is -0.776 

eV. These values are consistent with the electric polarization of 0.56 C/m2 and FE well depth of -

0.8 eV in another study [33]. All these results show that our calculations are rather reliable. 

TABLE. 3. 1: The lattice constants and atomic positions in the FE phase of LiZnSb. Atomic 

positions are given in the framework of lattice vectors, where one Li atom is placed at the origin. 

The second column is our results, and the third column is the results obtained in other studies. 

 

Since hyperferroelectricity often occurs near the PE phase [1] and requires the knowledge of 

structural instability of soft LO phonon in the PE phase [13], we thus examine the PE LiZnSb in 

greater details. The calculated band structure of PE LiZnSb is shown in Fig.3.2(a). Interestingly 

we find that LiZnSb in the PE phase is metallic (or semimetal). Specifically, Fig.3.2(a) reveals 

that, near the zone-center Γ point, the top valence band and the bottom conduction band cross the 

Fermi energy [see the enlarged band structure in the bottom-right of Fig.3.2(a)], showing that the 

system is indeed metallic. 

Strictly speaking, the metallic nature of PE LiZnSb does not allow us to investigate polarization 

and hyperferroelectricity, since the modern theory of polarization via the Berry's-phase approach 

requires that the system must remain to be insulating when it adiabatically moves along the path 
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between the PE phase and the FE phase [30, 31], in order for the electric polarization to be 

meaningfully defined. In metallic systems, the electric polarization, Born effective charges, and 

the LO/TO splitting are thus ill-defined [35, 36], which prevents the investigation of the LO 

phonon and hyperferroelectricity under OCBC. 

 

FIG. 3. 2: Band structures of centrosymmetric (PE) LiZnSb under the following inplane strains: 

(a) under zero inplane strain, and (b) under a compressive −2% inplane strain. In (a), the band 

structure of unstrained LiZnSb is shown in the left; the enlarged band structure close to the Fermi 

level near Γ point is given in the bottom of the right. The Brillouin zone and high-symmetry points 

are given in the top of the right. In (b), the band structure of LiZnSb under a −2% inplane strain is 

shown in the left; the density of states (DOS) is given in the right (with the DOS near the band gap 

being enlarged in the inset). 

To drive the system out of the metallic state, we decide to apply the biaxial compressive inplane 

strain to LiZnSb. The band structure of PE LiZnSb under a -2% inplane strain is given in the left 

of Fig.3.2(b), showing that a direct band gap notably opens at Γ point. To further confirm that the 

system is insulating, we compute the density of states (DOS) across the full Brillouin zone (instead 

of the high-symmetry �⃗⃗� paths as chosen in the band structure), and the obtained DOS is depicted 
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in the right of Fig.3.2(b). Our calculated DOS reveals that there is a sizable band gap of ~0.3 eV 

between the fully occupied valence states and the unoccupied conduction states, demonstrating 

that LiZnSb under a -2% inplane strain is indeed an insulator. Moreover, we also examine other 

magnitudes of compressive inplane strains, ranging from -1% to -6%. We find (see the Appendix 

for details) that the LiZnSb solids under the considered range of compressive strains are all 

insulators, with the band gap varying from 0.10 eV to 0.45 eV, which thus allows us to investigate 

the HyFE properties. In the following, we will largely focus on LiZnSb under the -2% inplane 

strain, unless specified otherwise. 

B. Giant hyperferroelectricity in LiZnSb 

Existence of soft LO phonon was previously demonstrated to be an important and necessary 

(although not sufficient) condition for the emergence of HyFE [13]. We thus first perform linear-

response calculations and determine the soft modes in PE LiZnSb under a -2% inplane strain. 

When LiZnSb is under SCBC (i.e., there is no macroscopic electric field and the non-analytic Cna 

contribution to the force-constant matrix is not included), we find two soft modes in PE LiZnSb: 

one is the polar A2uTO1 mode at frequency ω = 107i cm-1, and the other is the non-polar B1g mode 

at frequency ω = 67.8i cm-1. The phonon eigenvectors of these two modes are given in Fig.3.1(c) 

and Fig.3.1(d), respectively. We see that (i) for the A2uTO1 mode in Fig.3.1(c), Zn atoms move 

upward while Sb atoms move downward, and both types of atoms have large vibration amplitudes; 

this mode is thus polar. Meanwhile, the Li vibration contribution is rather small. (ii) For the B1g 

mode in Fig.3.1(d), the displacements of two Zn atoms in the unit cell are opposite, so are the 

displacements of two Sb atoms. B1g is thus non-polar with no contribution from Li atoms.  
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FIG. 3. 3: (a) Electric free-energy F(λ) (solid dots), internal energy U(λ) (empty triangles), and 

depolarization energy Udp(λ) (empty squares) in −2% strained LiZnSb under OCBC as a function 

of λ. The calculated high-frequency dielectric constant 𝜖∞(𝜆) is shown in the inset. (b) The same 

as (a), except that 𝜖∞ is artificially reduced to 1/3 of its original value. (c) The same as (a), except 

that 𝜖∞ is reduced to 1/4 of its original value. 

When LiZnSb is under OCBC (i.e., when non-analytic Cna contribution is included), we find 

that the polar LO mode, A2uLO1, remains soft with imaginary frequency ω = 90.6i cm-1, which 

indicates a structural instability under OCBC and a (possible) existence of HyFE. The phonon 

eigenvector of A2uLO1 is shown in Fig.3.1(e). Interestingly, compared to the transverse A2uTO1 

mode in Fig.3.1(c), the longitudinal A2uLO1 mode in Fig.3.1(e) exhibits a (drastically) enhanced 

displacement from Li atoms, while the Zn and Sb displacements remain large. Therefore, Li atoms 

play an important role in forming the soft LO mode. Our calculations also show that, under OCBC, 
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the frequency of the non-polar B1g mode remains almost unchanged at ω = 68.2i cm-1, which is 

not surprising since this mode is non-polar and does not interact with the macroscopic electric field. 

After finding that A2uLO1 is soft in LiZnSb under a -2% inplane strain, we compute the electric 

free energy F for the configuration path along the eigendisplacement direction of this soft mode. 

If F exhibits a minimum at a configuration of nonzero polarization, then by definition the system 

is HyFE. The calculated free-energy F(λ) of LiZnSb under OCBC is depicted in Fig.3.3(a), where 

the internal energy U(λ) and the depolarization energy Udp(λ) are also plotted for comparison. 

Fig.3.3(a) shows that, as λ deviates from zero, the free energy F starts to decrease, reaches a 

minimum at λ=±0.22, and then increases [see the curve of solid dots in Fig.3.3(a)]. Our results in 

Fig.3.3(a) hence reveal that LiZnSb at the PE configuration (i.e., λ=0) possesses a higher energy 

and is unstable under OCBC, and instead, LiZnSb prefers to be HyFE at nonzero λ. We thus find 

that LiZnSb is HyFE. We denote the configuration of LiZnSb at optimal λ=±0.22 as the LO-

induced HyFE phase.  

Importantly, Fig.3.3(a) further reveals that the free-energy well depth is ∆FHyFE=-332 meV, 

which is remarkably large. In fact, this HyFE well depth in LiZnSb is more than one hundred times 

deeper than the HyFE well depth of -1.9 meV reported in LiNbO3 [13]. Furthermore, it is also 

worth pointing out that the hyperferroelectric well depth of LiZnSb under an open-circuit 

boundary condition is comparable to the ferroelectric well depth (about -200 meV) of bulk PbTiO3 

under a short-circuit boundary condition [37]. This tells us that (i) the hyperferroelectricity in 

LiZnSb is indeed very stable, and (ii) Since the ferroelectric Curie temperature of bulk PbTiO3 is 

493 ˚C, LiZnSb is thus likely to be hyperferroelectric at room temperature, which is appealing 

because it does not require cooling. 
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We find that the large depth of the HyFE free-energy well in LiZnSb is caused by the 

combination of a deep well of the internal energy U and a small depolarization energy Udp. As 

shown in Fig.3.3(a), at optimal λ=0.22, U is -0.537 eV, and meanwhile, Udp is small and merely 

0.205 eV, which gives rise to a strongly negative value of -0.332 eV in free energy F. Furthermore, 

we also calculate the electric free-energy along the configuration path of the non-polar B1g mode, 

and find that the lowest free energy is ∆F=-150 meV, which is significantly higher than ∆FHyFE=-

332 meV of the LO-induced HyFE phase. This confirms that the ground state of LiZnSb is indeed 

HyFE under OCBC. 

We also calculate the electric polarization of the HyFE phase under OCBC, using the modern 

theory of polarization via the geometrical Berry-phase approach [30, 31]. At optimal λ=0.22, the 

magnitude of the HyFE polarization under OCBC is found to be PHyFE=0.282 C/m2, which is 

gigantic. Note that this HyFE polarization is about 10 times larger than the PHyFE value of ~0.023 

C/m2 reported in LiBeSe [1] as well as in LiNbO3 [13]. As a matter of fact, the HyFE polarization 

in LiZnSb under open-circuit boundary condition is remarkably comparable to the polarization of 

0.21 C/m2 in bulk ferroelectric BaTiO3 under short-circuit boundary condition [18], despite that 

there is a strong depolarization field in LiZnSb. This large HyFE polarization is very attractive 

since it shall open many possibilities for hyperferroelectric applications; for instance, the HyFE 

polarization can be utilized to control the transport properties of semiconductors, superconductors, 

and/or topological insulators by forming interfaces or heterostructures. 

C. Origin of the large and stable HyFE in LiZnSb 

With the discovery of a giant polarization under OCBC and attractively stable 

hyperferroelectricity in LiZnSb, we now attempt to provide the physical origin of these interesting 

phenomena. We find that the strong hyperferroelectricity in LiZnSb can be attributed to two key 
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quantities: (i) a large mode effective charge (MEC) of soft LO phonon, and (ii) a large high-

frequency dielectric constant ϵ∞ (i.e., from the electronic contribution). Here, the Σ∞
33 component 

of the high-frequency dielectric tensor is abbreviated as ϵ∞. 

We first find that a large mode effective charge is important in order to generate a large HyFE 

polarization. For an arbitrary phonon mode with normalized eigendisplacement 𝑢𝑖𝛽
𝑛�⃗⃗�

, the mode-

specific effective charge �̃�𝛼
𝑛�⃗⃗�

 is defined as [13] 

 �̃�𝛼
𝑛�⃗⃗� = ∑𝑍𝑖,𝛼𝛽

∗

𝑖𝛽

𝑢𝑖𝛽
𝑛�⃗⃗� , (2) 

where n is the index of phonon branch, �⃗� the phonon wave vector, i the atom index, 𝑍𝑖
∗ the dynamic 

Born effective-charge tensor of atom i, and α and β are the indices of Cartesian directions. Note 

that, after the summation over β in Eq.(2), �̃�𝛼
𝑛�⃗⃗�

 is a vector (not a tensor). Using the definition of 

MEC, it is straightforward to show that the HyFE polarization is directly proportional to MEC as 

∆𝑃𝛼 =
1

Ω
�̃�𝛼

𝑛�⃗⃗�𝑐Δ𝜆, where c is the c-axis lattice constant. A large MEC will thus generate a large 

HyFE polarization. The most important component of MEC is the �̃�3  component along the 

polarization direction. We quantitatively calculate the �̃�3  value for the soft longitudinal-optic 

A2uLO1 mode in LiZnSb under -2% strain, and the obtained �̃�3 value is 2.59. To illustrate whether 

this value is large or small, we compare it to the �̃�3 value (merely 0.39) of soft LO mode in LiNbO3 

[13]. We see that the �̃�3 value in LiZnSb is more than 600% larger than the value in LiNbO3, which 

is one key reason why the HyFE polarization in LiZnSb is large [38]. 

To demonstrate the importance of the high-frequency dielectric constant ϵ∞, we artificially 

reduce the ϵ∞ value by a factor of 1/3 (as well as by a factor of 1/4), and then recalculate the 

electric free energy F along the A2uLO1 configuration path. The calculated free energies are given 

in Fig.3.3(b) and Fig.3.3(c). Fig.3.3(b) shows that, when the dielectric constant is changed to 1/3 
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of the original value, the free-energy well depth sharply decreases to ∆F=-33.4 meV, which is 

much smaller than the original value ∆F=-332 meV in Fig.3.3(a). And furthermore, the optimal λ 

of the free energy in Fig.3.3(b) is also significantly reduced to λ=0.12, as compared to λ=0.22 in 

Fig.3.3(a). Since the HyFE polarization is directly proportional to the optimal λ, we thus see from 

Fig.3.3(b) that, when ϵ∞  is reduced, both the HyFE instability and the HyFE polarization are 

drastically weakened. When the dielectric constant ϵ∞ is further reduced to 1/4 of the original 

value in Fig.3.3(c), we notice that the minimum of the electric free energy is no longer located at 

a nonzero λ. Instead, it is located at λ=0, and the PE phase becomes most stable under OCBC. 

Therefore the system is not HyFE. The calculation results in Fig.3.3(b) and Fig.3.3(c) thus 

demonstrate that the large dielectric constant ϵ∞ in LiZnSb is indeed important. 

It is rather intuitive to understand why both MEC and ϵ∞ are important in order to produce 

strong HyFE. First, to generate large PHyFE polarization, a large �̃�3 of soft LO phonon is needed 

since PHyFE is proportional to �̃�3. Meanwhile, a large PHyFE tends to (detrimentally) give rise to a 

large depolarization energy Udp, which reduces the well depth ∆F of the HyFE free energy and 

weakens the HyFE instability. To reduce Udp while maintaining a large PHyFE, large ϵ∞ is thus 

needed since Udp is inversely proportional to ϵ∞ according to Eq.(1) [39]. 

Our finding that large high-frequency dielectric constant ϵ∞ is beneficial to generate strong 

HyFE also provides useful guide for searching new HyFE materials. Since large ϵ∞  is often 

associated with small electronic band gap [40], new HyFE materials with strong HyFE should thus 

have a small band gap and a large mode effective charge of soft LO phonon. 

We recognize that materials of small band gap tend to have a low dielectric breakdown electric 

field. It is thus helpful to estimate the hyperferroelectricity-switching electric field Es and the 

dielectric breakdown electric field Eb in LiZnSb. Considering the facts that (i) the free-energy 
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barrier (~0.3 eV) of LiZnSb under OCBC is comparable to the internal-energy barrier (~0.2 eV) 

of PbTiO3 under SCBC, and (ii) the (intrinsic) switching electric field in PbTiO3 thin film is on 

the order of 107 V/m in experiment [41], it is thus reasonable that the intrinsic switching electric 

field Es of the hyperferroelectricity in LiZnSb under OCBC will be also on the order of 107 V/m. 

Note that the extrinsic switching field will be one or two orders of magnitude smaller than the 

intrinsic switching field, since the nucleation of opposite domain is easier due to the existence of 

defect or domain wall. Real Es may thus be considerably lower than the value estimated above. 

Meanwhile, the breakdown electric field Eb of LiZnSb can be estimated using 
1

𝜖𝑟
𝐸𝑏𝑑 = 𝐸𝑔, where 

ϵr=30 is the relative zero-frequency dielectric constant, Eg≈0.3 eV is the band gap, and d is the film 

thickness. For d=20 nm LiZnSb film under OCBC, the breakdown field Eb is estimated to be 

4.5 × 108 V/m, which is significantly higher than the switching field Es. Therefore, it is possible 

that the hypeferroelectricity in LiZnSb can be switched. 

There is subtle and important difference between hyperferroelectrics and polar metals, 

although the band gap of LiZnSb is small. Hyperferroelectrics require the existence of soft LO 

modes (and this soft LO mode often needs to have a large mode effective charge). In contrast, 

polar metals may not possess soft LO modes and are thus not hyperferroelectric, even if strain 

opens the band gap. For instance, doping a small amount of free carriers into PbTiO3 may make it 

to become polar metal. But PbTiO3 does not possess a soft LO mode, and is thus not 

hyperferroelectric. 

One intriguing question centers on the role of Li atoms in hyperferroelectricity. To determine 

the role of Li atoms, we consider LiZnSb under a -2% strain at the optimal configuration of λ=0.22, 

and we constrain the displacement of Li atoms in the soft A2uLO1 mode to be zero (namely the Li 

atoms are fixed in positions). We then calculate the internal energy U, polarization P under OCBC, 
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depolarization energy Udp, and free energy F. By comparing the values of these quantities with 

their counterparts (which are obtained when Li atoms are not constrained), we can quantitatively 

determine how Li atoms affect hyperferroelectricity. We obtain U=-0.577 eV, P=0.416 C/m2, 

Udp=0.426 eV, and F=-0.151 eV for the Li-constrained system, as compared to U=-0.537 eV, 

P=0.259 C/m2, Udp=0.205 eV, and F=-0.332 eV for Li-unconstrained system. We thus see that, by 

allowing Li atoms to move, the depolarization energy Udp decreases drastically by more than 50% 

from 0.426 eV in the Li-constrained system to merely 0.205 eV in the Li-unconstrained system, 

due to the fact that polarization P is significantly smaller in the latter. As a consequence, the free 

energy F is lowered considerably in the Li-unconstrained system, which stabilizes the 

hyperferroelectricity. Therefore, the Li atoms play an important role to stabilize 

hyperferroelectricity in LiZnSb by decreasing the polarization (and thus the depolarization energy) 

under OCBC. This is indeed consistent with the soft A2uLO1 mode in Fig.3.1(e), where the Li 

atoms move opposite to the Zn atoms (thus opposite to the direction of polarization). 

D. Strain effects on HyFE 

After revealing the origin of strong HyFE in LiZnSb, we now go one step further and 

investigate how the HyFE polarization—and the free-energy well depth—can be tuned by inplane 

strain. It is previously demonstrated that inplane strain alters ferroelectricity under SCBC [42-46]. 

However, the knowledge cannot be naively applied to hyperferroelectricity under OCBC, since 

the (strong) depolarization field plays a critical role on HyFE under OCBC (but not on FE under 

SCBC). Therefore, it remains intriguing to investigate how the HyFE properties under OCBC 

depend on the inplane strain. Furthermore, it is also interesting to examine how the response of 

HyFE under OCBC to the inplane strain may differ from (or resemble) that of FE under SCBC. 
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FIG. 3. 4: The dependences of the following quantities in LiZnSb as a functions of the 

compressive inplane strain η: (a) The HyFE polarization under OCBC (solid dots) and the FE 

polarization under SCBC (empty triangles); (b) The free-energy well depth ∆FHyFE of 

hyperferroelectricity under OCBC (solid dots), and the internal-energy well depth ∆UFE of 

ferroelectricity under SCBC (empty triangles); (c) The mode-specific effective charge �̃�3 of 

A2u(LO1) phonon; (d) The optimal λm. 

The calculated HyFE polarizations in LiZnSb under OCBC are given in Fig.3.4(a) for different 

inplane strains. For comparison, we also show in Fig.3.4(a) our calculated results on the FE 

polarization under SCBC. Fig.3.4(a) tells us that the FE polarization under SCBC increases 

monotonously as strain η varies from 0% to -6% [see the empty triangles in Fig.3.4(a)], which is 

not surprising [42-45]. However, and interestingly, for the HyFE polarization ( PHyFE) under OCBC, 

the behavior drastically differs: PHyFE first decreases from 0.292 C/m2 to 0.276 C/m2 when strain 

changes from -1% to -3% (thus yielding a negative piezoelectric coefficient [46]), and then 

increases from 0.277 C/m2 to 0.303 C/m2 when strain varies from -4% to -6% [see the solid dots 

in Fig.3.4(a)]. PHyFE thus depends on the inplane strain in a non-monotonous manner. Therefore, 
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Fig.3.4(a) reveals one important outcome, that is, the hyperferroelectric polarization responds to 

the inplane strain very differently from the ferroelectric polarization. Also notably, for every 

inplane strain within the considered strain range in Fig.3.4(a), the HyFE polarization is found to 

be large and around 0.28 C/m2, which is useful for technological applications. 

We like to point out that, for unstrained LiZnSb, although the PE phase is metallic, it may still 

be possible to determine the hyperferroelectric PHyFE polarization as follows. We start with the PE 

LiZnSb and move atoms along the nonpolar B1g mode to a configuration where LiZnSb becomes 

insulating and meanwhile possesses an unstable LO mode. This insulating atomic configuration is 

still nonpolar and is used as a zero reference to calculate polarization. We then move atoms along 

the unstable LO mode and find the most stable hyperferroelectric phase. Using this approach we 

obtain the PHyFE polarization in unstrained LiZnSb to be 0.292 C/m2 under OCBC. 

Furthermore, we also examine how another important HyFE quantity, namely the well depth 

(∆FHyFE) of the HyFE free energy under OCBC, depends on the inplane strain. The calculated 

∆FHyFE is shown in Fig.3.4(b), in comparison with the well depth ∆UFE of ferroelectricity under 

SCBC. Fig.3.4(b) tells us that the absolute value of the HyFE free-energy well depth ∆FHyFE 

increases with the compressive strain, varying from 0.32 eV at η=-1% to 0.55 eV at η=-6% [see 

the solid dots in Fig.3.4(b)]. This reveals that the HyFE instability can be effectively tuned by the 

inplane strain. 

The discovery of a non-monotonous dependence of the HyFE polarization with the inplane 

strain in Fig.3.4(a) is interesting, and meanwhile, puzzling. We next provide a possible physical 

mechanism which leads to this unusual behavior. First we find that the decrease of PHyFE from η=-

1% to η=-3% is caused by the decrease in the mode effective charge �̃�3. �̃�3 of soft A2u (LO1) 

phonon is given in Fig.3.4(c), showing that �̃�3 decreases significantly from η=-1% to η=-3%. Since 
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the HyFE polarization is directly proportional to �̃�3, the decrease of �̃�3 thus leads to the decline of 

the HyFE polarization in the considered strain range. Considering that the Born effective charges 

are often valid only within the linear regime [47], we need be slightly cautious. To confirm our 

explanation, we compute the polarization PBEC using the mode effective charge as 𝑃𝐵𝐸𝐶 =
1

Ω
�̃�3𝑐𝜆𝑚. 

We find that PBEC indeed follows a similar non-monotonous behavior as the Berry-phase 

polarization PHyFE in Fig.3.4(a), showing that our explanation is reasonable. 

On the other hand, the increase of PHyFE from η=-4% to η=-6% in Fig.3.4(a) can be attributed 

to the strain-induced increase of optimal λm (Note that λm is defined as the λ value where the electric 

free energy is at minimum). Fig.3.4(d) shows the optimal λm value as a function of inplane strain. 

From -1% to -3% strains, λm is similar and increases only slightly. However, when strain is varied 

from -4% to -6%, λm increases more drastically, which gives rise to the enlarged HyFE polarization 

since PHyFE is proportional to λm. This is indeed consistent with Fig.3.4(a) when strain varies from 

-4% to -6%. 

Our finding on the strain dependence of hyperferroelectricity in LiZnSb could be 

technologically useful for the following reasons: (i) It reveals that the HyFE polarization can be 

effectively tuned by strains, despite the existence of strong depolarization field under OCBC. (ii) 

It also tells that the well depth of the HyFE free energy and HyFE instability can be considerably 

adjusted by inplane strain. This can be used to modify the Curie temperature for 

hyperferroelectricity. Furthermore, it may also be utilized to decrease the HyFE well depth, 

making the HyFE polarization easier to switch. 

IV. Conclusions 

A combination of three different methods—including the linear-response density-functional 

perturbation theory, the electric free-energy, and the modern theory of polarization—are used to 
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investigate the hyperferroelectricity in LiZnSb. Furthermore, the strain dependence of the 

hyperferroelectric properties is also studied. Our main findings are summarized in the following. 

(i) A giant hyperferroelectricity is discovered in LiZnSb. More specifically, in LiZnSb under -

2% strain, the HyFE polarization under an open-circuit boundary condition is found to be 0.282 

C/m2, despite the existence of depolarization field. This magnitude of polarization under OCBC is 

ten times larger than most of the HyFE polarizations reported so far in other materials [1, 13], and 

is in fact comparable to the ferroelectric polarization of prototypical bulk BaTiO3 under SCBC 

(i.e., without the depolarization field). This giant HyFE polarization should open many 

technological applications of hyperferroelectricity. 

(ii) The hyperferroelectricity in LiZnSb under OCBC is shown to be robust and remarkably 

stable. The well depth of free energy in LiZnSb under -2% strain is determined to be -332 meV. 

Note that this well depth is under OCBC, and its value is comparable to the FE well depth (-200 

meV) of bulk PbTiO3 under SCBC. Considering that the Curie temperature of bulk PbTiO3 is 

TC=493 ̊ C, our result indicates that LiZnSb under OCBC is hyperferroelectric at room temperature. 

(iii) The origin of the strong hyperferroelectricity in LiZnSb is found to come from two factors, 

both being important. One is the large mode effective charge of the soft A2uLO1 phonon, and the 

other is a large high-frequency dielectric constant ϵ∞. 

A large MEC of the soft A2uLO1 phonon is critical since it can produce a large HyFE 

polarization. In LiZnSb under -2% strain, �̃�3 of soft A2uLO1 phonon is calculated to be 2.59, which 

is more than 600% times larger than the value of 0.39 in another hyperferroelectric LiNbO3. Since 

the HyFE polarization is directly proportional to �̃�3 of the soft LO phonon, a large MEC will thus 

lead to a large HyFE polarization. 
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Meanwhile, a large HyFE polarization often detrimentally gives rise to a strong depolarization 

field which tends to eliminate hyperferroelectricity. To maintain HyFE, large dielectric ϵ∞ 

constant becomes necessary and important, since it reduces the depolarization energy [see Eq.(1)], 

and allows the well depth of electric free energy to be deep, thus stabilizing HyFE. Our calculations 

reveal that, when ϵ∞ is reduced to 1/3 of its original value in LiZnSb, the free-energy well depth 

is drastically reduced by a factor of ten from ∆F=-332 meV to ∆F=-33.4 meV, showing that the 

HyFE instability is strongly suppressed. When ϵ∞ is further reduced to 1/4 of its original value, 

HyFE completely disappears. 

(iv) We further find that both the HyFE polarization and the HyFE free-energy well depth can 

be effectively tuned by inplane strain (Fig.3.4). This tunability allows us to adjust the HyFE well 

depth and polarization, depending on what is needed in practical applications. Moreover, we also 

reveal that the HyFE polarization responds to the inplane strain in a (considerably) different 

manner than the FE polarization. While the FE polarization in LiZnSb under SCBC shows a 

continuous increase with the increasing compressive strain, the HyFE polarization under OCBC 

nevertheless exhibits an interesting and non-monotonous strain dependence. Considering that 

hyperferroelectricity is an intriguing new phenomenon, we hope that the rich and interesting results 

obtained in this study will stimulate more theoretical and experimental interest in the field. 
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VI. Appendix 

A. Electronic band structures and electric free energies of LiZnSb under different 

compressive inplane strains 

 

FIG. 3. 5: Electronic band structure of centro-symmetric LiZnSb under the following compressive 

inplane strains: (a) -1%, (b) -2%, (c) -3%, (d) -4%, (e) -5%, and (f) -6%. The band gap is direct in 

(a)-(c), and becomes indirect in (d)-(f). 

In this Appendix, we describe in detail the calculated electronic band structures of 

centrosymmetric LiZnSb under different inplane strains, which are reported in Fig.3.5. Fig.3.5(a) 

reveals that, at -1% strain, a band gap clearly opens at Γ, showing that the system is an insulator, 

and therefore, both the Born effective charges and the electric polarization are well defined. When 

strain increases from -1% to -3%, Fig.3.5(b) and Fig.3.5(c) tell us that the band gap increases, and 

the gap is direct at the zone-center Γ point. As strain is further increased to -4%, the local 

conduction band minima (CBM) have similar energies at several �⃗⃗� points, while the valence band 

maximum (VBM) remains at Γ [see Fig.3.5(d)]. When the strain continues to increase from -4% 

to -6%, Fig.3.5(e) and Fig.3.5(f) reveal that (i) the fundamental band gap in this strain range is no 
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longer direct. More specifically, the CBM state changes from Γ to a �⃗⃗� point between H and A, 

while the VBM state is still located at Γ. (ii) The fundamental band gap starts to decrease. 

Nevertheless, the system remains to have a finite band gap in the whole considered strain range 

(i.e., from -1% to -6%). 

 

FIG. 3. 6: shows the electric free energy in LiZnSb under -1%, -3% and -5% strains, where the 

internal energy U and depolarization energy Udp are also plotted. Fig.3.6 reveals that (i) the well 

depth of free energy becomes deeper as strain increases, and (ii) the depolarization energies of 

different inplane strains remain small and interestingly similar, since the high-frequency dielectric 

ϵ∞ constant is high for all considered strains. 
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Conclusion 

This dissertation contains three projects that present a comprehensive study of the extended 

oxygen vacancies in BaTiO3 and hyperferroelectric properties in LiNbO3, and LiZnSb. By utilizing 

density functional theory, linear-response perturbation theory, the modern theory of polarization, 

and electric free energy, we have uncovered critical insights into the underlying mechanisms that 

govern planar oxygen vacancies in BaTiO3 and hyperferroelectricity in LiNbO3 and LiZnSb. Our 

studies have led to significant findings, including the formation and the effects of planar oxygen 

vacancies 𝑉𝑂
𝑞

 in BaTiO3, the possible polarization tri-stability and tunability in LiNbO3 under 

OCBC, and the discovery of a giant hyperferroelectricity in LiZnSb. These findings provide 

profound contributions to the fundamental understanding of ferroelectric materials under different 

conditions and their potential applications in various technological fields. We summarize our 

findings in the following. 

Planar oxygen vacancies in BaTiO3. An extensive investigation of planar oxygen vacancies 

with charge states 0, 1+ and 2+ in ferroelectric BaTiO3 have been conducted. We examinate the 

properties include the energetics of vacancy formation, conditions to control the formation of 

planar 𝑉𝑂
𝑞

 vacancies, insulating or conducting nature of different vacancy-charge states, the 

magnitude of electric polarization when planar vacancies are presented, and the microscopic 

structure insight. 

More specifically, we find that (i) under the oxygen-poor condition, planar 𝑉𝑂
𝑞
 vacancies can 

spontaneously form in BaTiO3. We also find that, even under the oxygen-rich condition, the 

formation energy of planar 𝑉𝑂
2+ vacancies is only 0.54 eV when chemical potential of electron 

reservoir 𝜇𝑒 is near VBM, which is small and indicates that planar 𝑉𝑂
2+ vacancies are easy to form. 

Moreover, it is possible to make each of the charge states of oxygen vacancies most stable by 
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adjusting the chemical potential 𝜇𝑒. We quantitatively determined that the most stable regions for 

the three charge states of oxygen vacancies are as follows: 𝑉𝑂
2+ is most stable for 𝜇𝑒 values below 

1.22 eV, 𝑉𝑂
1+ is most stable for 𝜇𝑒 values between 1.22 and 2.22 eV, and 𝑉𝑂

2+ is most stable for 𝜇𝑒 

values greater than 2.22 eV. 

(ii) We have identified the optimal conditions for growing or eliminating planar oxygen 

vacancies of all three charge states in BaTiO3. If planar oxygen vacancies are desirable and need 

to be intentionally generated, the corresponding optimal condition, Condition G, is to choose 𝜇𝑂 

around -3.0 eV and adjust 𝜇𝑒 to be within the range of 1.6 to 2.4 eV. This is because the formation 

energies of all three charge states are small, ~0.6 eV. Additionally, this knowledge provides the 

advantage of being able to change the most stable charge state of planar 𝑉𝑂
𝑞
 vacancies by altering 

𝜇𝑒, which allows the tuning of transport properties. Conversely, if planar oxygen vacancies are 

harmful and need to be eliminated, BaTiO3 should be grown under the oxygen-rich condition 

(𝜇𝑂 = 0 eV) and adjust 𝜇𝑒 to be near CBM, namely Condition E.  

(iii) BaTiO3 that contains planar 𝑉𝑂
2+ vacancies is an insulator, which means that no mobile 

charges are present to screen the polarization when ferroelectricity sustains. The band gap of 

BaTiO3 with 𝑉𝑂
2+ vacancies is decreased compared to perfect BaTiO3. Furthermore, BaTiO3 with 

planar oxygen vacancies of two other charge states, namely 𝑉𝑂
1+ or 𝑉𝑂

0, are found to be metallic. 

In the metallic cases, the presence of mobile charges should screen the ferroelectricity, or at least 

partially screen it. 

(iv) We calculate the electric polarization in defected BaTiO3 with planar 𝑉𝑂
2+ vacancies, and 

our findings shows that these vacancies almost completely eliminate polarization when the spacing 

S between adjacent 𝑉𝑂
2+ planes is 24Å. Our calculations also provide compelling evidence that 

polarization fatigue is likely caused by extended defects rather than isolated ones. 
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(v) Through the examination of the relative displacement ∆𝑍 of Ti and O atoms, we have 

discovered that for planar 𝑉𝑂
𝑞
 vacancies of all three charge states, ∆𝑍 in cell 1 (the bulk cell closest 

to the vacancy) is significantly enhanced by approximately 300% compared to perfect BaTiO3. 

This ∆𝑍 enhancement in cell 1 results from the broken Ti-O bond that is created by the vacancies. 

Additionally, ∆𝑍 in cell 1 decreases as the charge state q changes from +2 to 0, which can be 

attributed to the decreasing Coulomb interaction. We have also observed that when the spacing S 

is 24Å, ∆𝑍 exhibits mirror symmetry for all three charge states, meaning that ∆𝑍s in cells ±1 are 

equal and have opposite signs. This symmetry leads to the significant reduction of polarization. 

(vi) By increasing the spacing S between adjacent 𝑉𝑂
2+  planes to 96Å, we found that 

ferroelectricity is restored, as evidenced by local Ti-O displacements in the region distant from the 

vacancy plane, as shown in Fig.1.6(b). Additionally, we determined that the total length of the 

polarization dead layer resulting from planar 𝑉𝑂
2+ vacancies is approximately 72Å. 

Possible existence of tri-stable polarization states in LiNbO3 under OCBC. We investigate the 

hyperferroelectric properties in LiNbO3 solid under OCBC. We observed that a soft LO mode in 

LiNbO3 can give rise to a nonzero polarization under OCBC due to the significantly small 

depolarization energy. However, we found that the ground state of LiNbO3 under OCBC is 

nonpolar, not hyperferroelectric, despite the presence of the soft LO mode. This suggests that the 

presence of a soft LO mode is not a guarantee of hyperferroelectricity. Furthermore, our 

investigation revealed an intriguing phenomenon in LiNbO3 under OCBC: it may possess an 

unusual, triple potential well. This means that LiNbO3 under OCBC exhibits three stable and/or 

metastable states with different polarizations. 

More specifically, we find that (i) under OCBC, the LO mode A2u(LO1) is soft with an 

imaginary frequency of 96i cm-1 in centrosymmetric LiNbO3. This LO mode can induce 
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hyperferroelectricity of a free-energy minimum of -9 meV and a polarization P=0.023 C/m2 under 

OCBC.  

(ii) We identify the origin of this HyFE induced by the soft A2u(LO1) mode. This phenomenon 

arises from an exceptionally small depolarization energy of only +4 meV, which, when combined 

with the internal-energy difference of -13 meV, results in an electric free energy minimum at a 

non-zero polarization, indicating the presence of hyperferroelectricity. Furthermore, our 

investigation revealed that the soft A2u(LO1) mode is a result of the coupling between the soft 

A2u(TO1) mode and non-soft A2u(TO2) mode, with a significant contribution of 61% attributed to 

the non-soft A2u(TO2) mode. These findings suggest that non-soft modes may play an important 

role in the development of hyperferroelectricity. 

(iv) We propose that the mode-specific effective charge, �̃�3
𝑛�⃗⃗�

, is a critical physical quantity in 

the search for and design of new hyperferroelectric  materials. We determine that �̃�3
𝑛�⃗⃗�

 is only 0.39 

for A2u(LO1) in LiNbO3, which is 17 times smaller than �̃�3
𝑛�⃗⃗�

=6.65 for A2u(TO1), which gives rise 

to a very small depolarization energy Udp and HyFE under OCBC. 

(v) We discover that the ground state of LiNbO3 under OCBC is surprisingly not HyFE. In 

addition to soft A2u(LO1), there is another soft non-polar A2g mode which dominates the structure 

distortion and produces a non-polar ground state. Therefore, the existence of a soft LO mode does 

not guarantee hyperferroelectricity. 

(vi) We further propose an interesting possibility that LiNbO3 is polarization tri-stable under 

OCBC. By following the configuration path varying from the ground-state non-polar nP phase to 

the polar LO phase, the free-energy potential shows three wells which indicate three stable states. 

At those states, the polarization values are found to be P=0 and ±0.023 C/m2 and the free-energy 

potential wells for the LO and nP phases are calculated to be -1.9 meV and -23 meV, respectively.  
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Giant hyperferroelectricity in LiZnSb. We investigate the hyperferroelectric properties and its 

strain dependence in LiZnSb. We find a giant hyperferroelectric polarization, P=0.282 C/m2, exists 

in LiZnSb under an in-plane strain of -2%. The hyperferroelectric phase in LiZnSb is discovered 

to be surprisingly stable, with an electric free-energy well depth of -332 meV. The physical origin 

responsible for the giant hyperferroelectricity in LiZnSb stems from two facts: the large soft LO 

mode effective charge and a large high-frequency dielectric constant. Furthermore, we show that 

the hyperferroelectricity under OCBC in LiZbSb responds differently to in-plane strain compared 

to its ferroelectricity under SCBC. 

More specifically, we find (i) the hyperferroelectricity in LiZnSb is giant under a -2% in-plane 

strain. The HyFE polarization under OCBC is found to be 0.282 C/m2, which is ten times larger 

than most of the HyFE polarizations reported in other materials and is comparable to the 

ferroelectric polarization of prototypical bulk BaTiO3 under SCBC. The substantial HyFE 

polarization we observed in this material suggests that it may be suitable for a variety HyFE 

applications. 

(ii) The hyperferroelectricity in LiZnSb under OCBC is remarkably stable. The HyFE electric 

free-energy well depth in LiZnSb under -2% strain is calculated to be -332 meV, which is deeper 

than the FE well depth (-200 meV) of PbTiO3 under SCBC, indicating that LiZnSb under OCBC 

should exhibits hyperferroelectricity at room temperature, given that the Curie temperature of bulk 

PbTiO3 is TC=493°C.  

(iii) We attribute the strong hyperferroelectricity observed in LiZnSb to the large mode 

effective charge of the soft LO phonon A2uLO1, as well as the high-frequency dielectric constant 

ϵ∞. A large soft phonon MEC is responsible for generating a large HyFE polarization. �̃�3 of the 

soft A2uLO1 phonon is calculated to be 2.59 in LiZnSb under a -2% strain, which is more than 6 
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times larger than �̃�3=0.39 in hyperferroelectric LiNbO3 found in Chapter 2. Normally, a large 

HyFE polarization induces a strong depolarization field which counteracts with the 

hyperferroelectric polarization. For HyFE to persist in LiZnSb, a large dielectric ϵ∞ constant, 

which reduces the depolarization energy, is critical for stabilizing the hyperferroelectricity. We 

demonstrate that, reducing the high-frequency dielectric constant ϵ∞ in LiZnSb has a significant 

impact on the hyperferroelectric instability. Specifically, we show that decreasing ϵ∞ to 1/3 of its 

original value results in a tenfold reduction in the depth of the free-energy well, from ∆F=-332 

meV to ∆F=-33.4 meV, which strongly suppresses the HyFE instability; furthermore, when ϵ∞ is 

reduced to 1/4 of its original value, HyFE completely disappears. 

(iv) Our further reveal that in-plane strain can be used to tune both the HyFE polarization and 

the free-energy well depth, enabling us to adjust the HyFE well depth and polarization to suit 

practical applications. We also discover that the HyFE polarization responds differently to in-plane 

strain compared to the ferroelectric polarization. While the FE polarization in LiZnSb under SCBC 

increases continuously with increasing compressive strain, the HyFE polarization under OCBC 

exhibits a non-monotonic strain dependence that is both interesting and distinct.  

Overall, our investigations into the extended planar oxygen vacancies in BaTiO3, and the 

hyperferroelectric properties of LiNbO3 and LiZnSb have revealed exciting new phenomena and 

provided important insights into the mechanisms behind ferroelectricity under different conditions. 

We hope our findings pave the way for the development of novel materials with tailored 

ferroelectric properties for a wide range of technological applications. We also hope our research 

inspires further exploration and advances in this exciting field. 
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