
University of Arkansas, Fayetteville University of Arkansas, Fayetteville 

ScholarWorks@UARK ScholarWorks@UARK 

Graduate Theses and Dissertations 

5-2023 

Improving Classification in Single and Multi-View Images Improving Classification in Single and Multi-View Images 

Hadi Kanaan Hadi Salman 
University of Arkansas, Fayetteville 

Follow this and additional works at: https://scholarworks.uark.edu/etd 

 Part of the Computer Engineering Commons, and the Computer Sciences Commons 

Citation Citation 
Salman, H. K. (2023). Improving Classification in Single and Multi-View Images. Graduate Theses and 
Dissertations Retrieved from https://scholarworks.uark.edu/etd/5089 

This Dissertation is brought to you for free and open access by ScholarWorks@UARK. It has been accepted for 
inclusion in Graduate Theses and Dissertations by an authorized administrator of ScholarWorks@UARK. For more 
information, please contact uarepos@uark.edu. 

https://scholarworks.uark.edu/
https://scholarworks.uark.edu/etd
https://scholarworks.uark.edu/etd?utm_source=scholarworks.uark.edu%2Fetd%2F5089&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/258?utm_source=scholarworks.uark.edu%2Fetd%2F5089&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/142?utm_source=scholarworks.uark.edu%2Fetd%2F5089&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.uark.edu/etd/5089?utm_source=scholarworks.uark.edu%2Fetd%2F5089&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:uarepos@uark.edu


Improving Classification in Single and Multi-View Images

A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy in Engineering

by

Hadi Kanaan Hadi Salman
Cairo University

Bachelor of Engineering in Computer and Electrical Engineering, 
2014 University of Arkansas, Little Rock

Master of Science in Systems Engineering, 2018

May 2023
University of Arkansas

This dissertation is approved for recommendation to the Graduate Council.

John Gauch, Ph.D. 
Dissertation Director

Susan Gauch, Ph.D. 
Committee Member

Thi Hoang Ngan Le, Ph.D. 
Committee Member

Shengfan Zhang, Ph.D. 
Committee Member



ABSTRACT

Image classification is a sub-field of computer vision that focuses on identifying objects 

within digital images. In order to improve image classification we must address the following 

areas of improvement: 1) Single and Multi-View data quality using data pre-processing 

techniques. 2) Enhancing deep feature learning to extract alternative representation of the data. 3) 

Improving decision or prediction of labels. This dissertation presents a series of four published 

papers that explore different improvements of image classification. In our first paper, we explore 

the Siamese network architecture to create a Convolution Neural Network based similarity 

metric. We learn the priority features that differentiate two given input images. The metric 

proposed achieves state-of-the-art Fβ measure. In our second paper, we explore multi-view data 

classification. We investigate the application of Generative Adversarial Networks GANs on 

Multi-view data image classification and few-shot learning. Experimental results show that our 

method outperforms state-of-the-art research. In our third paper, we take on the challenge of 

improving ResNet backbone model. For this task, we focus on improving channel attention 

mechanisms. We utilize Discrete Wavelet Transform compression to address the channel 

representation problem. Experimental results on ImageNet shows that our method outperforms 

baseline SENet-34 and SOTA FcaNet-34 at no extra computational cost. In our fourth paper, we 

investigate further the potential of orthogonalization of filters for extraction of diverse 

information for channel attention. We prove that using only random constant orthogonal filters is 

sufficient enough to achieve good channel attention. We test our proposed method using 

ImageNet, Places365, and Birds datasets for image classification, MS-COCO for object detection, 

and instance segmentation tasks. Our method outperforms FcaNet, and WaveNet and achieves the 

state-of-the-art results.
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1 Introduction

In recent years, there has been an exponential increase in the quantity of visual data created

and shared online. Images and videos are now the predominant form of media on social media

platforms, and the ability to automatically comprehend these visual data has become a crucial task

for a variety of applications [1], such as image classification, object recognition, face recognition,

autonomous vehicles, and medical imaging.

Image Classification is the process of assigning it to one or more predetermined classes

or categories. The field of artificial intelligence that focuses on developing algorithms that can

learn from data and make predictions or judgments based on this learning is known as machine

learning. As showed in figures 1.1, 1.2 There are a variety of machine learning algorithms, such

as supervised learning, unsupervised learning, and reinforcement learning. In the context of im-

age classification, machine learning algorithms are taught using a tagged image dataset. During

training, the algorithm learns to recognize the characteristics that describe each category and to

make accurate predictions on unseen data. The most used technique for image classification is

supervised learning, in which a training dataset of labeled photos is used to teach a machine learn-

ing algorithm to recognize the patterns and features associated with each class. After training, the

algorithm can be applied to new photos to categorize them into one of the previously defined cat-

egories. Common image categorization machine learning algorithms include convolutional neural

networks (CNNs), decision trees, and support vector machines (SVMs). CNNs are a special-

ized sort of neural network that has demonstrated exceptional effectiveness in image classification

tasks due to their capacity to automatically learn features from raw picture data. These networks

use convolutional layers to extract local image features, and fully connected layers to make the

final classification determination. However, the majority of existing image classification methods

assume that images are single-view, or viewed from a single angle or perspective. In numerous real-

world situations, images may be captured from multiple perspectives or contain multiple objects,

making them multi-view. Multi-view images present a unique classification challenge because
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Figure 1.1: Machine Learning [2]

they require the network to recognize and integrate information from multiple perspectives or ob-

jects. In this thesis, we investigate the classification of single- and multi-view images using neural 

networks. We investigate various CNN architectures that can handle both single-view and multi-

view images. Additionally, we investigate a wide range of information enhancement techniques 

that can improve the efficiency of these n etworks. We evaluate the performance of these methods 

on various single-view and Multi-View datasets. Overall, our research contributes to the field of

2



computer vision by developing new techniques for classifying single-view and multi-view images

using neural networks. The findings of this study have significant implications for a wide range of

applications, from self-driving cars to medical imaging, where single and multi-view images are

gaining popularity.

Figure 1.2: Types of classical machine learning [2]

1.1 Research Objectives

In this dissertation, we will be concerned with machine learning based logical units spe-

cially deep learning approaches.

We start by investigating the potential of using Siamese network for the purpose of learn-

ing a similarity metric to classify large dataset of faces. With the success of this work, we were

motivated to explore multi-view data classification. Highly influenced by the technique of Gen-

erative Adversarial Networks (GANs), we explore the utilization of GANs for the classification

of multi-view data, thereby creating multi-view GAN (MVSGAN). After completion of the previ-

3



ously mentioned work, we gained a deeper understanding of Neural Networks and were compelled

to dig deeper at improving backbone networks like ResNet. We were motivated by the success

of the backbone in multiple deep learning tasks like classification and segmentation. We look

into add-on module improvement specifically channel attention add-on modules. We were able to

improve on current methods and become state of the art as discussed in WaveNet and OrthoNet

papers.

1.2 Dissertation Contributions

In this dissertation we present four research papers that address key problems in image

classification, detection an segmentation using deep learning:

• In chapter two we discuss big data clustering and potential of Siamese Network as a sim-

ilarity metric for millions of unlabeled face images. We first explore the Siamese network

architecture to create a Convolution Neural Network (CNN) based similarity metric. We

learn the priority features that differentiate two given input images. The metric is trained on

MSCeleb (10M faces of 100k individuals) and VGGFace2 (3.3M faces of 9k individuals)

then tested using LFW (13K faces of 5,749 individuals), MSCeleb, and VGGFace2 datasets.

The network is evaluated through Fβ measure and accuracy. The metric proposed in this pa-

per achieves state of the art Fβ measure of 0.94 for LFW benchmark. This work is described

in ”Similarity Metric for Millions of Unlabeled Face Images”.

• In chapter three, we investigate the application of Generative Adversarial Networks on Multi-

View data clustering and Few-Shot learning. We explore multi-view data classification.

Nowadays, most of the data have multiple views and each view emphasizes a unique feature

set of the data. We investigate the application of Generative Adversarial Networks GANs

on Multi-view data for the task of clustering and few-shot learning. We propose mvSGAN,

a deep learning approach to GAN multi-view clustering, where generator and classifier net-

works are in a competitive min-max game. A multi-view learning algorithm is implemented

4



with a mini-batch which can handle large data sets. We test the accuracy of our method in

clustering real-world data sets. The experimental results show that our method outperforms

state-of-the-art research. This work is described in ”Semi-Supervised Learning and Feature

Fusion for Multi-view Data Clustering”.

• In chapter four, we theoretically and experimentally investigate the potential of using discrete

wavelet transform as a lossy compression for channel attention mechanisms in deep convo-

lutional neural networks. We further explore improving benchmark ResNet to achieve better

image classification accuracy. Channel attention is used to learn to emphasize the impor-

tance of certain channels over other channels in deep neural networks. Designing effective

channel attention mechanisms requires finding a solution to enhance feature preservation

and diversification in modeling channel inter-dependencies. we utilize the Wavelet trans-

form compression to address the channel representation problem. We first test Haar Wavelet

transform as a replacement of GAP. We prove that global average pooling is equivalent to the

recursive approximate Haar wavelet transform. With this proof, we generalize channel at-

tention using Wavelet compression for feature preservation and name it WaveNet. We utilize

different wavelets for extraction of channel attention. We test our proposed method using Im-

ageNet benchmark on tasks of classification. Out method outperforms baseline SENet and

state-of-the-art FcaNet on ResNet-34 at no extra computational cost. This work is described

in ”WaveNets: Wavelet Channel Attention Networks”.

• In chapter five, we explore the orthogonal property for implementation of channel attention

mechanism. We explore technique for reduction of training parameters in channel attention

in deep convolutional neural networks. we investigate the potential of orthogonalization of

filters for extraction of diverse information for channel attention. In this work, we demon-

strate the effect of diversification of channel information on channel attention. We prove that

using only random constant orthogonal filters is sufficient enough to achieve good channel

attention. We prove that FCANet has the orthogonal property by definition. With this proof,

5



we generalize channel attention using standard 2D convolution with random orthogonal fil-

ter initialization and name it OrthoNet. Due to randomness we execute each experiment at

least 5 times and record the average of results. Implementation of our method can be em-

bedded within existing channel attention methods with a couple of lines of code. We test our

proposed method using ImageNet, Places365, and Birds datasets for image classification,

MS-COCO for object detection, and instance segmentation tasks. Our method outperforms

the baseline SENet, and achieves the state-of-the-art results with acceptable margin of error.

This work is described in ”OrthoNets: Orthogonal Channel Attention Networks”.

1.3 Dissertation Organization

The remainder of this dissertation is organized as follows. Chapter 2 presents a similarity

metric for face image labeling in an effort to explore Siamese neural networks. Next, Chapter

3 focuses on multi-view data clustering using semi-supervised learning and feature fusion. The

following Chapter 4 and 5 explore improving channel attention mechanisms theory and implemen-

tation. Finally, Chapter 6 concludes the dissertation and offers some potential future works.
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2 Chapter 2

Similarity Metric for Millions of Unlabeled Face Images

Hadi Salman, Justin Zhan

Abstract– Lately, image classification with unknown labels has been the focus of many re-

search related to social media and cyber security. In order to cluster images into labels, a similarity

metric is used to compare images and based on the output a decision is made. In this article, we

propose a Convolution Neural Network (CNN) based metric that achieves state of the art results.

The proposed approach learns the priority features that differentiate two given input faces. The

metric is trained on MSCeleb (10M faces of 100k individuals) and VGGFace2 (3.3M faces of 9k

individuals) then tested using LFW (13 K faces of 5,749 individuals), MSCeleb, and VGGFace2

datasets. The network is evaluated through Fβ measure and accuracy. The metric proposed in this

paper achieves state of the art Fβ measure of 0.94 for LFW benchmark.

2.1 Introduction

Computer vision and machine intelligence has become of great importance in most of the

state of the art technological achievements. One very popular technique used for Big Data vision-

related problems is convolutional neural network (CNN) [1]–[4]. Mimicking brain behavior, a set

of training data is supplied to the network to tweak the activation functions. After training, the

network can be used to make decisions to match the query to the training sample closest to it.

CNNs proved very effective for face recognition given training data with known relative identities

[3]–[5]. Unrestricted Face recognition and identity clustering are often two sides of the same

coin. In order to categorize a group of faces by identity, accurate recognition classifier has to be

implemented that is trained on similar known identities. As an example, with the use of CNN,

labeled faces in the wild (LFW) benchmark has been significantly improved from 97% [5] to 99%

[4], [5]. The increase in accuracy can be further optimized by several approaches that include
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increasing and diversifying the training data [6], enhancing noisy features [7] and post clustering

identities based on featured sets [8]–[11].

Many studies have discussed clustering collection of face pictures using a Rank-Order ap-

proach [11], [12]. In this technique, images are passed through a trained feature extraction method.

The, a nearest neighbor classifier is applied to those images with respect to each other. The neigh-

bor list is then used to rank the similarity between two images. In practice, the number of identities

k can be different for each identity cluster. Also, applying equal weights in the election process for

the extracted features may result in lowering the cluster quality.

The purpose of this paper is to approach the task of face image clustering as a binary face

difference metric. The overall approach is to read in two face images and decide if both faces

belong to the same person. Such task comes naturally to humans which was enough motivation to

apply deep learning and convolutional neural networks in an effort to achieve high accuracy.

The rest of this paper is structured as follows. Section 2.2 discusses previous work in fea-

ture extraction, clustering and classification techniques related to face identity clustering. Section

2.3 outlines the mathematical background, the architecture of the convolutional neural network

used in this experiment. Section 2.4 presents the evaluation of the network performance using

accuracy and F-measure applied on LFW [13] , MSCeleb [14], and VGGFace2 [15] benchmarks

are also used. Section 2.5 concludes this work with recommendations for future work.

2.2 Related Works

In the field of image clustering, there isn’t a unified image representation for all the imple-

mentations. Clustering depend on the features extracted just as much as the technique of clustering

used. In this section, we briefly mention some of the approaches that have been used before to

enhance face annotation/clustering.
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2.2.1 Feature Extraction Methods

The abstract concept of clustering images is to compute the similarity between two images

with respect to a precalculated threshold. By definition, the more information (features) acquired

from the image the more accurate the similarity value which will yield quality clusters. SURF [16]

Speed-up Robust Features has been proved very effective in face annotation as demonstrated by

Edwin et al. [17]. It takes into consideration different image conditions like blur and illumination.

Another technique is the Gabor feature described by Kamarainen et al. [18]. The main drawback in

this technique is that the Garbor filter does not have a representation for face shapes which makes

it a bad candidate for face annotation. Vrushali et al. [19] utilize Scale Invariant Feature Transform

SIFT [20] to achieve face recognition. There are four main steps in SIFT: Scale-space detection,

key point localization, orientation assignment, and key point descriptor. One drawback to this

technique is that it uses contouring for feature extraction which can easily be incorrect in cases

of illumination and shadows. Another technique demonstrated by Jamil et al. [21] uses dates and

cloths colors as extra information to the image to be able to have more accurate clustering results.

This concept relies heavily on the assumption that if two pictures of the same person was taken

shortly after each other then the color of cloths and the timestamp should affect highly the decision

of adding those two images to the same identity cluster. Lately, CNNs have been the number one

choice for feature extraction due to their robustness and high accuracy peaking to humen levels. In

DeepFace [4] CNNs were trained on 4.4 million face images and reached more than 97% accuracy

on LFW [13]. The number of features extracted was 4096 per feature vector. Another CNN is

FaceNet [5] which achieves 99.63% accuracy after training on approximately 200M face images

with 8M face identities. Both approaches has been trained on categorical foreknown identities. the

efficiency of both approaches drops significantly for cases with new identities being introduced in

testing and low resolution input [22].
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2.2.2 Image Clustering Techniques

There have been several implementations of spectral, hierarchical and rank-order clustering

techniques. Ho et al. [23] utilized spectral clustering and assumed skin as lambertian surface to

calculate similarity between two faces. Zhao et al. [24] utilized hierarchical clustering supported

by a two-dimensional Hidden Markov Model for probability estimation of certain faces to appear

together. Zhu et al. [25] described a multi-phase approach where the calculated dissimilarity is

based on the ranking of the compared faces relative to the nearest neighbor list of each face. After

ranking, hierarchical clustering is performed based on the new ranking order. Based on Zhu, Wang

implemented an approximate k-NN graph construction method to build the nearest neighbor list.

Vidal and Favaro [26] derived several subspaces from the data and used them to perform clustering

for the assumption that selected subspaces represent the data efficiently. Wang et al. [27] proposed

a face search system that utilized approximate k-NN supported by a commercial COTS matcher

in a cascade framework. It achieved 98.2% accuracy on LFW [13]. Otto et al. [11] proposed

an approach for clustering millions of faces by identity. It utilized the approximate rank-order

clustering and k-mean classification which achieved F-measure of 0.87 on LFW [13] and 0.71 for

the Youtube benchmark [28]. Yan et al. [29] proposed a fashion image deep clustering (FiDC)

model which includes two parts, feature representation and clustering. The model focuses on inte-

gration of the learning process of the autoencoder and the clustering together. Mrabah et al. [30]

proposed an unsupervised learning approach for untrained labels. The proposed approach solve

a clustering-reconstruction trade-off by eliminating the reconstruction objective while preserving

the space topology.

2.2.3 Classification Techniques

Clustering massive number of images is a complex task. For example, using DeepFace, the

feature dimension vector is 4096. The complexity for such task requires a classification technique

suited for high-dimensional data. To describe this further, we introduce the different kinds of

classifiers that can be used for the task.
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Linear Classifiers

A classifier is linear if classification areas are separated by a hyperplane. The feature space

decision boundary is also a linear function. Examples like support vector machine SVM and

logistic regression use linear decision boundaries. The hyperspace linear equation is used as a

threshold for the mapped features space. While the use of linear classifiers is lower in calculation

cost for high dimensional feature space, the clustering quality for big data requires more powerful

techniques for the task of face image clustering.

Non-Linear Classifiers and Neural Networks

Images are supplied to a Convolutional Neural Network. The CNN produces a set of fea-

tures known as image embedding. This features can be used to describe the image with less dimen-

sions than the original image. When followed by a set of dense layers, the output can be reduced

to lower dimentions based on the priority of the features.

In [31], Bukovcikova et al. proposed a Siamese NN approach for face recognition in un-

controlled conditions including poses, and illumination. Results indicate the efficiency of using

this technique will increase by using large size of training set. Khalil-Hani et al. [32] proposed

a face verification system that provided encouraging results for the task of face verification and

encouraged the use of max pooling and fully connected layers for better classification accuracy.

Another approach introduced by Huang et al. [33] target gender classification using Siamese net-

work for feature extraction. In [34], Berlemont et al. proposed the use of Siamese Neural Network

as a metric for initial gesture classification. The paper indicates the superiority of the nonlinear

metric in cases of unknown gestures. Other works include

2.3 Methods

This section gives a brief overview of the approach starting with the image representation

and training data generation. The aim of this research is to develop a metric that can be used to
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Figure 2.1: Siamese network architecture

Figure 2.2: Deep Learning feature extraction

evaluate a probabilistic similarity between two face images based on feature extraction methods

from NASNet [35] and DenseNet [36]. The metric takes an input of two face images and extracts

the priority features to be used later for distance calculation. The metric is able to achieve state of

the art accuracy for untrained labels. Further, when fine tuned on a relatively small set of testing

data, the metric demonstrated high Fβ compared to [11].

2.3.1 Data Preparation

The main goal of this research is to develop a Deep Convolutional Neural Network metric

that takes in two face images with unknown identities and estimate the probability that they belong

to the same person. Following research strategies mentioned in 2.2 we start with preparation of
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data. For this task, the input images are passed through a landmark detection algorithm. In this

work, we utilize the pre-aligned face images provided by datasets. Images are paired to either faces

that share the same identity or other different identities. We maintain a portions of 48% positive

pairs having face images that belong to the same person and 52% are negative pairs where the

face images belong to different people. One hot encoding was used to concatenate both images

and a label that is either 1 or 0. As demonstrated in Algorithm 1, the approach of picking training

and validation data is completely random in nature. The reason for that is to have potentially a

full representation of the dataset identities while maintaining a small number of pairs in training

compared to the total number of pairs in the dataset.

Algorithm 1 Data generation
Require: IDs, dataset identities, S, the number of similarity comparisons per identity, D, the

number of different identity comparisons.
Ensure: SD, serialized one hot encoding data

for id ∈ IDs do
idF ← listFaces(id)
randFa← random.choices(idF ,k = S)
randFb← random.choices(idF ,k = S)
for i← 0 to S do

SD.append(randFa[i],randFb[i],True)
end for

end for
for id ∈ IDs do

idFa← listFaces(id)
remIDs← IDs− id
randIDs← random.choices(remIDs,k = D)
for rid ∈ randIDs do

idFb← listFaces(rid)
randFa← random.choice(id)
randFb← random.choice(rid)
for i← 0 to D do

SD.append(randFa[i],randFb[i],False)
end for

end for
end for
return SD

2.3.2 Feature Extraction Model

The recipe to high quality results is the accuracy of feature extraction model prior to clas-

sification. Neural network based feature extraction offers the capability to learn the best filters to
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fit the problem and use that to produce high quality task relative feature extraction. NASNet [35]

is a search algorithm that uses a set of predefined network blocks to find the best combination that

yields As showed in the general approach in Figure 2.1, the Data generated from Algorithm 1 is

fed to a two column network. Both columns are instances of the feature extraction layers adopted

from NASNet and DenseNet showed in Figure 2.2. The input of the feature extraction is 224∗224

images with 3 color channels for NasNet and DenseNet.

2.3.3 Classification

For the sake of the problem, the output features extracted from the two column network are

flattened and subtracted to create a feature tensor. There are two different methods for classification

that are used for each network. The first method is a set of sequential dense layers used to map the

non-linear function between the difference features tensor and the binary labels 1 and 0. The fist

2 dense layers uses relu function to drop the feature size to 1024 then to 512. The last layer uses

sigmoid function for activation to represent the output as a number between the labels 0 and 1.

The Second method is k-nn based classification. In this method we train the classifier on the same

data after training the network feature extraction layers. The classifier is used to perform a nearest

neighbor election based clustering where the number of neighbors is chosen by experiment.

Algorithm 2 Pairwise clustering
Require: Images, face images in the wild, T M, the trained model for FaceDiff.
Ensure: CD, clustering dictionary of images

Cid← 1
for Fa ∈ Images do

CD[Fa]←Cid
for Fb ∈ Images do

L← TM.predict(Fa,Fb)
if L == true then

CD[Fb]←Cid
Images.remove(Fb)

end if
end for
Images.remove(Fa)
Cid←Cid +1

end for
return CD
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Figure 2.3: Dense layers classification

2.3.4 Clustering

In order to achieve better clustering accuracy, the trained network is used for pairwise

evaluation. Given a set of images, the goal is to find the images that share the same identity.

The initial basic approach is to compare each image to the remaining images which will be of

complexity O(n2). The good news is that we can run this task in parallel.

2.4 Experiments and Results

The target of the experiment is to study the capability of using deep learned feature extrac-

tion models and classifiers for the task of clustering. This section first describes the experiments

to learn the best feature extraction leading to state of the art clustering results for MS-Celeb-1M,

VGGFace2, and LFW. Each network is trained on Faces from MS-Celeb-1M or VGGFace2. The

Networks are then tested on all three datasets. Each network is then fine tuned using LFW and

retested on LFW. Evaluation of the network is presented using the Fβ scores, and Fraction Correct

(FC). The evaluation criteria are discussed in section 2.4.2.
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2.4.1 Setup and Parameters

This section describes each network feature extraction and classification parameters. There

are mainly 4 networks based on 2 feature extraction methods. The networks are trained on MS-

Celeb-1M with total of 1M pairs. Another instance of the networks is trained on VGGFace2 with

total of 500k pairs. Training data are picked using algorithm 1 with a near equal number of pairs

per label. Each instance of the networks is tested on LFW, VGG, and MS-Celeb-1M.

NasNet FaceDiff-N

Feature extraction using NASNet showed if Figure 2.2-a has two types of cells that are

arranged sequentially. The main difference between normal and reduction cells is the output feature

map size. Both cells are learned by the search controller Recurrent Neural Network RNN. The

controller has the choice of applying an operation on a hidden layer and choosing the optimal merge

operation between two hidden layers. There are B blocks each has 5 prediction steps made by 5

different softmax classifiers [35]. The steps produces next hidden state from 2 selected past hidden

states. The choice of number of blocks B is manually chosen depending on the experiment. The

number of initial convolutional filters and the reputations N for Normal cells are free parameters

that are tailored to the scale of the problem [35].

DenseNet FaceDiff-D

The input image is padded with zersoe to be of size (230,230,3) then passed through a 2D

Convolution layer yeilding a tensor of size (112,112,64).The tensor is passed through a Batch-

Normalization layer then a relu activation layer where size of tensor does not change. A layer of

2D Max pooling is performed to reach size of (56,56,64) per image. A series of Dense Layers

and 1x1 2D Convolution Layers are performed each with 6, 12, and 24 sub layers consisting of

BatchNormalization, relu Activation, and 2D Convolution Layers as showed in Figure 2.2-b.
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Table 2.1: Datasets statistics
Description images total identities PW samples testing training

LFW 13,233 5749 87M+ 5k 25k+
VGGFace2 3.3M+ 9k+ 5.4T+ 50k 500k+

MS-Celeb-1M 10M 100k+ 50T+ 200k 1M+

2.4.2 Evaluation Metrics

In this section, we discuss the different metrics that give us a better understanding of the

evaluation of the clusters.

Fβ score

There are two main possibilities when clustering two images. Either the images belong

together and were clustered together, also know as True Positive (TP). When assigning images

that do not share the same identity to different clusters, it is know as True Negative (TN). There

are two main errors that can happen in clustering. Either assign two images that do not share the

same identity to the same cluster also know as False Positive (FP) or assign two images that share

the same identity to different clusters also know as True Negative (TN). The harmonic mean of

precision and recall is known as the (Fβ ) score which is calculated as showed in equation 2.1.

Fβ =
precision∗ recall
precision+ recall

=
2T P

2T P+FP+FN
(2.1)

Fraction Correct (FC)

Another measure for binary classification problems is the accuracy (Fraction Correct),

which is the ratio between the number of correct classifications to the total number of classifi-

cations. FC measure can be calculated as showed in equation 2.2. The accuracy can be perceived

as the ratio between True Positive and Negative to the total number of Pairs. If FC = 1, then all

samples are classified correctly. If FC = 0, then all the samples are misclassified.

FC =
T P+T N

T P+FP+FN +T N
(2.2)
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Table 2.2: FaceDiff-N, FaceDiff-D performance evaluation

Binary Cross-Entropy Loss is a measure of performance of a models based on the probability of

correct prediction. The loss function has low values when the label prediction accuracy is high and

vice versa. The cross-entropy loss for label y, and probability of true prediction p is calculated

as showed in Equation 2.3. The binary cross-entropy loss is equivalent to maximizing the log-

likelihood in a two class model.

H(y, p) =

 − log(p) if y = 1

− log(1− p) if otherwise
(2.3)

2.4.3 Datasets

LFW

Labeled Faces in the Wild [13] is a database of face images designed to study the problem

of unconstrained face recognition. There are 13233 image samples for a total of 5749 distinct

identities. There are 1680 identities with more than one image sample. The total possible number

of unique generated pairwise image comparisons for LFW is (13233∗13233)/2 = 87556144 input

instances that can be used for training or testing the models. The number of generated true positive

pairs to the generated false positive pairs is highly bias thus, a random subset of sample is selected

to achieve a ratio of 1 : 1 for true positive and false positive pairs. LFW does not provide enough

diverse samples per identity rendering it unfit for training. This dataset will be used for fine tuning
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Table 2.3: FaceDiff-N, FaceDiff-D cross dataset training evaluation

Table 2.4: FaceDiff-N, FaceDiff-D LFW testing evaluation

networks trained on VGGFace2 and MS-Celeb-1M.

VGGFace2

This dataset is a large-scale face recognition library. The images are downloaded from

google image search engine and is described to have large variations in pose, age, illumination,

ethnicity and profession [15]. The dataset has more than 9000 identities each having between 87

to 843 samples. The number of samples is more than 3.3 million images. the number of possible

unique comparisons are (3.3M ∗ 3.3M)/2 ≊ 5.4M input instances. Testing and training sets were

chosen randomly guaranteeing an un-bias true to false pairs ratio.

MS-Celeb-1M

A challenge dataset created by Microsoft [14] with one million celebrities in the real world.

The dataset has 10M face images. There are nearly 100k distinct identities. The identites are from

different countries and ethnicity. The number of samples is more than 50 trillion pairs. A summery

of the datasets statistics is showed in Table 2.1.

20



2.4.4 FaceDiff-N Parameters and Evaluation

The network has 2 inputs images of size (224,224,3). The images are passed through

NASNet feature extraction model yielding a pair of (7,7,1056) tensors and a total of 42,69,716

trainable parameters. The output tensor are then flattened and subtracted ending up with a feature

tensor of size 51,744. The extracted feature list is then passed to a non-linear dense Layer to

reduce the number of features to 1024. FaceDiff-N is trained with two more Dense Layers to

reach an output size of size 1 representing a number between 0 and 1 with a default threshold of

0.5. After training, The FaceDiff-N network weights are used with a k-nn classifier replacing the

Dense layers. The classifier is also trained with the same training data used in training the feature

extraction. The number of neighbors is decided relative to the dataset training size. The network

was trained using MS-Celeb-1M dataset for 5 epochs. FaceDiff-N achieves accuracy of 0.94 and

f -measure of 0.94. The network successfully classified 93.4% of true positive pairs and 94.6%

of true negative pairs. The trained network (FaceDiff-N-1M) is tested on random sample pairs

extracted from LFW without fine tuning on LFW. The network achieves accuracy of 0.8, Fβ of

0.82. The network was able to classify 87.4% of true positive pairs and 72.8% of true negative

pairs. When tested on VGGFace2 without any fine tuning the network was able to classify 66% of

True Positive samples and 60% of True Negative pairs.

2.4.5 FaceDiff-D Parameters and Evaluation

The network input pairs of images are of size (224,224,3). The pairs features are extracted

using DenseNet feature extraction model. The ouput of the model is a pair of (7,7,1024) with a

total of ..... trainable parameters. Following the same post feature extraction method, the tensors

are flattened and subtracted to generate the difference feature tensor. A series of dense layers are

trained to map the feature tensor to the 1/0 class output. When trained on MS-Celeb-1M dataset

for 2 epochs, FaceDiff-D achieved accuracy of 0.92 and Fβ of 0.92. FaceDiff-D was able to

classify approximately 98% of true positive pairs and 89% of true negative pairs. When tested on

VGGFace2 without fine tuning, the network was able to classify 80% of the true positive samples
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Table 2.5: LFW benchmark Fβ comparison

while the network ability to classify true negative pairs was poor compared to other datasets tests.

FaceDiff-D was also tested on LFW without fine tuning and achieved accuracy of 0.788 and Fβ of

0.80. The network was able to classify 89.6% of true positive pairs and 68% of the true negative

pairs. FaceDiff-D is also trained on VGGFace2 dataset for 6 epochs and then tested on MS-Celev-

1M without fine tuning reaching accuracy of 0.772 and Fβ of 0.775. The network was able to

detect 96.4% of True Positive pairs. On the other hand the network was not able to perform well

for true negative pairs. When tested on VGGFace2 test set, FaceDiff-D achieved accuracy of 0.79

and Fβ of 0.80. The network was successfully able to classify 91.4% of true pairs and 66% of the

true negative pairs. FaceDiff-D was tested on LFW without fine tuning and achieved accuracy of

0.866 and Fβ of 0.87. The network was able to classify almost 92% of the true positive pairs and

81.2% of the true negative pairs.

2.4.6 Cross Dataset training FaceDiff-N and FaceDiff-D

FaceDiff-N and FaceDiff-D achieve high accuracy and Fβ when trained on MS-Celeb-1M.

When tested directly on LFW and VGGFace2, accuracy went down due to the differences between

training dataset and testing dataset. In order to achieve better results, both networks were fine
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tuned using LFW and VGGFace2 training sets described in Table 2.1. For FaceDiff-N, The trained

network is loaded and further trained on LFW 25k pairs. FaceDiff-N achieves accuracy of 0.88

and Fβ of 0.879. The network was able to correctly classify 89% of True positive pairs and 87% of

the true negative pairs as showed in Table 2.3. The network was also fine tuned using VGGFace2

training set. Testing results show a significant increase in accuracy and F-measure. The network

achieves accuracy of 0.842 and Fβ of 0.85. The network was able to correctly classify 90.8% of true

positive pairs and 77.6% of true negative pairs. FaceDiff-D trained originally on MS-Celeb-1M

was fine tuned using VGGFace2 and LFW training sets. As showed in Table 2.3, the accuracy has

increased to 0.868 for LFW and 0.85 for VGGFace2. The Fβ score has also increased significantly

reaching 0.864 for LFW and 0.858 for VGGFace2. The true positive pairs correctly classified for

LFW and VGGFace2 are approximately 84% and 92% respectively.

Last, FaceDiff-D trained on VGGFace2 was fine tuned with LFW trainig set. The network

achieved accuracy of 0.8 and Fβ of 0.813. The true positive pairs correctly classified for LFW are

approximately 87.4%.

2.4.7 LFW Benchmark Test

LFW dataset consists of 234,774 true pairs. For the purpose of calculating the F-measure

Fβ , an equivalent number of negative pairs were randomly sampled from the dataset. The total

number of positive and negative pairs is 469,548 pairs. When tested using FaceDiff-N, accuracy

of 0.937 and Fβ of 0.939 is achieved as showed in Table 2.4. The network was able to correctly

classify 98% of true positive pairs and 89.4% of true negative pairs showed in Table 2.3. FaceDiff-

D was also tested on LFW benchmark and achieved state of the art accuracy of 0.936 and Fβ of

0.943 compaired to its predecessors showed in Table 2.4. The network was able to correctly predict

94% of true positive pairs and 94.8% of true negative pairs showed in Table 2.3. Both networks

achieved better results than conventional methods. FaceDiff-N performs better classifying true

positive pairs and FaceDiff-D performs better for true negative paris as showed in Table 2.3.
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2.5 Conclusion and Future Work

We have presented a novel deep learning approach for unknown identity face clustering. We

show that the multi-class identity clustering problem can be transformed into a 1 class unknown

identity classification problem where the main target of the network is to estimate the probability

of both input images belong to the same identity. We demonstrate the superior performance of

RNN based feature extraction architecture for face clustering. We demonstrate that better results

can be achieved with more training data and the capability of generalization of architecture using

cross dataset fine-tuning and testing. The proposed structure could be applied for other problems

where linear metrics are inefficient such as image stitching and super resolution image similarity.

We highly encourage further investigation of using FaceDiff-N and FaceDiff-D with probabilistic

clustering algorithms.
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3 Chapter 3

Semi-Supervised Learning and Feature Fusion for Multi-view Data Clustering

Hadi Salman, Justin Zhan

Abstract– Generative Adversarial Networks GANs have become widely used in Single-

view classification tasks. Nowadays, most of the data have multiple views and each view empha-

sizes a unique feature set of the data. In this paper, we investigate the application of GANs on

Multi-view data for the task of clustering and few-shot learning. We propose mvSGAN, a deep

learning approach to GAN multi-view clustering, where generator and classifier networks are in

a competitive min-max game. A multi-view learning algorithm is implemented with a mini-batch

which can handle large data sets. We test the accuracy of our method in clustering real-world data

sets. The experimental results show that our method outperforms state-of-the-art research.

3.1 Introduction

Different sensors and feature extraction methods,for the same object, have been widely

used in areas like: user authentication, object classification, and visual speech recognition. Data

gathered from multiple sensors and feature extraction methods are known as Multi-view (MV)

data. Depending on the object and the method used, MV data vary in feature size and the com-

plexity of the information extracted. For example, a patient can have multiple image scans which

are considered views; a text description of the symptoms can also be a view of the data. Merging

those different views together may yield more accurate, reliable and safer diagnosis than a single

view. Since the data views complement each other, MV data fusion is an essential tool that is

worthy of analyzing to achieve better object classification. There are many tasks that require la-

beling unlabeled data. The most common used task in computer vision is image clustering. In this

task, the target uses a set of labeled data to learn an intermediate embedding that can be used to

find the labels of unlabeled data. Clustering requires comparing object embedding together to find
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the similarity between objects. Those methods have been widely used in social media analysis,

computer vision and other fields [1]–[3]. There have been many studies on the extension from sin-

gle view to multi view clustering. One very common approach for multi-view clustering learning

methods is to build upon the traditional single view clustering method and adapt it to multi-view

datasets. The most trivial method used is k-means based clustering. Other methods include, but

are not limited to, hierarchical clustering, and spatial clustering, etc. Spectral clustering (SC) [4]

is another representative clustering algorithm, that treats each data point as a node in a graph and

thus transforming the problem into a graph-partitioning problem. Recently, there have been a num-

ber of proposed studies in the literature describing Multi-view Spatial Clustering (MVSC). This

wave of literature reached its peak in 2019 describing in detail the relaxation solutions of graph

balanced-cut problems.

In this paper, we investigate the extension of generative adversarial networks (GANs)

[5] for multi-view semi-supervised learning over graphs. We present an enhanced extension of

GraphSGAN that can achieve high accuracy results for multi-view data. mvSGAN maps each

view’s graph into an independent feature space then uses an election method to fuse the corre-

sponding label views into one signal multi-class predictions. The proposed mvSGAN is tested

on five different multi-view real world datasets. Experimental results show that mvSGAN highly

outperforms several state-of-the-art methods including the latest Multi-view SpectralNet (MvSN)

[6] method. mvSGAN is scalable and can be trained using mini-batch approach. Our contributions

are as follows:

1. We introduce multi-view GANs as a optimal method to solve multi-view classification tasks

on graphs using a semi-supervised approach.

2. We formulate a competitive game between view based generators and discriminators for

mvSGAN. We analyze the training hyper-parameters and the theoretical working principles

of the approach.

3. We evaluate our model on five benchmark real-world multi-view datasets. mvSGAN signif-
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icantly outperforms previous works while maintaining scalability.

The rest of the paper is arranged as follows. In Section 3.2, we introduce the necessary

definitions and related work. In Section 3.3.2, we present mvSGAN and discuss in details the

working principals and execution methods of the design. In Section 3.4, we discuss in details the

experiments conducted and show the superiority of our model in comparison with stat-of-the-art

method. We close with a set of conclusions in Section 3.5.

3.2 Related Works

3.2.1 Basics of Graph-based Semi-Supervised Learning

Suppose that a set of n images are used for training. A small subset of size l are labeled.

The remaining u = n− l are unlabeled thus, cant be used for training. The goal of Semi-Supervised

learning is to make use of the labeled images to estimate the labels for the unlabeled images which

improves the quality of the network output.

In Multi-View, A set of different feature extraction techniques are used to compute a set

of v views of the image represented by (x1
di, . . . ,xn

di) and i = 1, . . . ,v. Each view has different

dimensions di. In most of Big Data applications, the ratio of labeled images l to the unlabeled

images u is very small. For a set of k classes of labels, one hot encoding is used to form Y =

[y1, . . . ,yn]
T where the labeled images are introduced first as showed in equation 3.1.

Y =

Yl

Yu

 (3.1)

In multi-view graph based model, a graph per view of the data is constructed. The graph is con-

structed based on the similarity between vertices. The similarity is usually calculated using the
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exponential of the L2 norm showed in equation 3.2 or similar metrics.

Ai j
v =

exp(−∥xi
v− x j

v∥2
2)

2σ2 (3.2)

Based on the similarity graph, an important concept is the Laplacian of the graph used to describe

the connection status of the graph. The Laplacian is defined as L = D−A where A ∈ {Rn×n} is the

adjacency matrix and D is the diagonal matrix where Dii = ∑
n
j=1 Ai j.

3.2.2 GFHF

The Gaussian Field and Harmonic Functions (GFHF) [7] is a single view method based on

the assumption that provided set of labeled data are accurate and valid, the unlabeled ones can be

propagated from the labeled one. The main goal of this cost function is to find the closest set of

images and assigning the labels of the labeled ones to the unlabeled ones. The optimization cost

function is as follows :

min
W

µ

l

∑
i=1
∥wi− yi∥2

2 +
n

∑
i, j=1

Ai j
∥∥wi−w j

∥∥2
2 (3.3)

3.2.3 MvSN

Multiview spectral clustering [6] using deep neural network for was proposed by Huang

et. al. The overall approach of the research is to use SpectralNet [4] to learn the mapping of the

multiview data to their fusion eigenvictors. The approach replaces the L2 affinity matrix with a

Siamese Network that is learned for each view independently. The Siamese network provides a

mapping function yi = FθSiamese(xi) to a target space for each of he two inputs xi the outputs are

then subtracted to find the difference vector used to decide a probabilistic value of similarity. The
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network weights are learned with a contrasting loss function showed in equation 3.4.

Lsiamese(θ) =


∥yi−y j∥2 if(xi,x j) ∈ Dpos

max(0, l−∥yi−y j∥)2 if(xi,x j) ∈ Dneg

(3.4)

The affinity matrix is used to calculate the Laplacian which is used to learn embedding Z

using equation 3.5.

min
ZT DZ=Ic×c

Tr(ZT (L)Z) (3.5)

The loss function is based on the assumption that points with large similarity should be clustered

together. The fusion loss function used is showed in equation 3.6.

Lfusion(θ) =
v

∑
k=1

(
α∥Ak∥2 +

wk

(mk)2

mk

∑
a,b=1

Ak
ab

∥∥z̃k
a− z̃k

b

∥∥2

)
(3.6)

There are two main drawbacks to this approach. The first concern is the computational cost training

v independent Siamese networks and finding the orthogonal embedding for each network. The

second is the fusion loss function uses the concept of linear combination whcih can be replaced

with a neural network to find the nonlinear embedding thus improving the results.

3.2.4 GraphSGAN

In semisupervised learning we usually have the portion of labeled data V L very small com-

pared to unlabeled data VU and the corresponding graph G as partially labeled graph [8].

GraphSGAN approach utilizes Generative Adversarial Networks (GANs) in which two

models are trained such that one model (G) generates samples that best fit the training data and

another model (D) is trained to distinguish real samples from fake ones generated by the other

model. This process is mathematically described by a min-max game between the models. The

loss function of such networks follow the following value function:
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min
G

max
D

V (G,D) =Ex∼pd(x) logD(x)+

Ez∼pz(z) log[1−D(G(z))]
(3.7)

where pd is the data distribution from the training data, pz(z) is a prior on input noise variables.

3.3 Model Framework and Proposed Approach

3.3.1 Architecture

For each input view v in the k views, we use an embedding network such as Line [9]

and DeepWalk [10] to learn a latent embedding qvi of fixed size. Each latent embedding qvi is

concatenated with the original feature wvi as showed in equation 3.8

xvi = qvi +wvi (3.8)

The architecture of our model (mvSGAN) is showed in Figure 3.1. For each view of the

data, an optimal generator G and a discriminator D is trained to fit a local solution. A discriminator

is a classifier that has a stochastic probabilistic multi-class output. Each fully-connected layer in

the classifier is followed by weight normalization to force parameter regularization. To achieve

probabilistic outputs, the fully connected layers are followed by a softmax activation layer. The

number of output classes is the number of original training classes and an extra class for the density

gap. Once the Multi-view models are run we end up with probabilistic outputs for each view.

The probabilistic outputs are non-linearly transformed using the Fusion layer to reach the final

predication. The fusion layer is multi-layer perceptron network with a multiclass cross entropy

loss function. The loss increases as the predicted probability diverges from the actual labels.
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3.3.2 Multiview Model Learning Algorithm

The generator and discriminator are both represented by two loss functions which are

mathematically differentiable with respect to input parameters. This allows the notwork to back-

propagate for optimal weight estimation. For each view of data we have both localized Generative

losses LG(G,D) and Discriminative losses LD(G,D). We define the losses to guarantee expected

equilibrium in final clustering as follows:

LG =
k

∑
v=1

loss f mv +
k

∑
v=1

λvlossptv

LD =
k

∑
v=1

lossxlv +
k

∑
v=1

βvlossganv+

k

∑
v=1

γvlossxuv +
k

∑
v=1

lossptv

(3.9)

Generative Losses

In order to force samples to be generated in density gap, we have to enforce two main

requirements:

1. For each view v, the generator Gv generates samples which are mapped into the central area

of the current graph view. We introduce view based feature matching loss [11] as a solution

to this requirement. loss f m aims to minimize the distances between generated samples and

the average point of real samples. For simplicity we only care about the L1 loss and the last

layer of the neural network E therefore, a simplified loss function is showed in equation 3.10

and is used for each view independently.

loss f m =|Exi∈Xbatchh(n)(xi)−

Ex j∼G(z)h
(n)(x j)|

(3.10)

where h(n) is the last layer of the neural network E for feature matching.

36



2. Generated samples for each view v should not be over generated exactly at the center point

to allow for spread of density gap samples. A simple solution to this requirement is to

implement a repelling regularizer [12] which maintains production of samples that are not

clustered in one or only few models of the batch data distribution pdata. To achieve re-

quired regularization, a pull-away term that runs at the representation level is implemented

as showed in equation 3.11.

losspt =
1

d(d−1)

s

∑
i=1

∑
j ̸=i

(
S⊤i S j

||Si||||S j||
)

2

(3.11)

Discriminative Losses

The main goal of a discremenator is to be able to distinguish fakes samples from real

samples and to be able to predict sample labels. To ensure that this is achieved the following

conditions have to be enforced:

1. If two nodes do not belong to the same label, then they do not belong to the same cluster.

This can be achieved with simple multi-class cross entropy loss which is described as showed

in equation 3.12.

lossxl =−Exi∈XL logP(yi|xi,yi < L) (3.12)

Where xi is a labeled sample that is forced to have a label from the L known labels.

2. For each data view push all samples mapping away from central area to maintain the density

gap. This is maintained by the property of the GAN loss function described in 3.7. The GAN

loss function is described as showed in following equation 3.13

lossgan =−Exi∈XU log[1−P(L|xi)]

−Exi∼G(z) logP(L|xi)

(3.13)

3. Each sample can have only one label that is mapped into a single cluster. A simple solution to
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satisfy this condition is to enforce a Cross entropy loss function. Similar to the loss function

used in 3.12 for labeled images we implement the same function for unlabeled (predicted

label) images. the final unlabeled cross entropy loss function is described in Equation 3.14.

lossxu =−Exi∈XU

L−1

∑
y=0

P(y|xi,yi < L)

logP(y|xi,yi < L)

(3.14)

Algorithm 3 Mini-batch stochastic gradient descent training of mvSGAN
Require: Node View features {wki}, Labels yL, Embedding Algorithm A , batch size m.

Calculate {w′ki} according to Eq. (***)
Calculate {qki} via A
Pairwise concatenate each Node View features {w′vi} with {qvi} for XL∪XU

for v ∈ k views do
repeat

Sample m labeled samples {xL
v1
, ...,xL

vm
} from XL

v
Sample m unlabeled samples {xU

v1
, ...,xU

vm
} from XU

v
Sample m noise samples {z1, ...,zm} from pz(z)
Update the classifier by descending gradients of losses

∇θDv

1
m ∑ lossganv +λ0lossxuv

+λ1lossxlv + lossptv
for t steps do

Sample m unlabeled samples {xU
v1
, ...,xU

vm
} from XU

v
Sample m noise samples {z1, ...,zm} from pz(z)
Update the generator by descending gradients of losses:

∇θGv

1
m ∑ loss f mv +λ2lossptv

Forward propagate Xv
m to obtain Pv

m
end for

until convergence
end for
repeat

Forward propagate P1
m,P

2
m, ...,P

k
m to the fusion layer;

Computer the loss (3.15)
Use the gradient of Lfusion(θ) to update weights for all fully connected layers weights in
Fusion network.

until Lfusion(θ) Converges
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Table 3.1: Dataset statistics
Data set UCI mf [13] AwA2 [14] NUS W [15] SenseIT [16] Wiki [17]
View 1 PFC(216) CH(2688) BCM(225) ACS(50) TEXT(10)
View 2 FOU(76) HOG(252) CC(144) SSM(50) IMG(128)
View 3 KAR(64) LSS(2000) CH(64) - -
View 4 MOR(6) RGS(2000) EDH(73) - -
View 5 PIX(240) SIFT(2000) WAV(128) - -
View 6 ZER(47) SURF(2000) - - -
Nodes 2,000 30,475 55,613 39,410 2,866
Classes 10 50 683 3 10

Figure 3.1: mvSGAN model overview.

Fusion Loss

We will implement a voting system between all views probabilistic outputs. The priority

of each view is learned through the fusion layer weights. The target is to find the non-linear

transformation that will reach the best multi-class cross entropy loss. The loss function is described

by equation 3.15 where L is the number of classes, y is the binary indicator (0 or 1) if class label c

is correct classification for observation o,and p is the predicted probability observation o is of class
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c.

Lfusion(θ) =−
L

∑
c=1

yo,c log(po,c) (3.15)

3.3.3 Training

Our approach starts by turning nodes in the graph to vectors in feature space. Many meth-

ods can be used to accomplish this task [9], [10], [18], [19]. For proof of concept we conduct

training using Line method [9]. Neighbor fusion prepossessing step is implemented to accelerate

convergence. We alter the method used in [20] by implementing a k−NN classifier trained using

the labeled portion of the data set and use that to predict the whole data set edge list. Using the

preliminary edge list we calculate w
′
i as showed in equation 3.16.

w′i = αwi +
1−α

k ∑
v j∈Ne(vi)

w j. (3.16)

Where Ne(vi) is the k nearest neighbors of vi and k = |Ne(vi)| is the number of neighbors

predefined for the Nearest Neighbor classifier.

3.4 Experimental Evaluation

In this section we show the ability of the proposed mvSGAN to achieve better results

compared to state of the art methods discussed in the related works section.

3.4.1 Data Sets Description

In the following, we give a brief description of five real-world multi-view benchmark data

sets which are used to show the capability of the proposed method.

1. UCI-mf [13]: a numerals (’0’–’9’) dataset that consist of 2000 samples and six different

views. Each numeral has 10% (200 samples) of the total number of samples.
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Table 3.2: Clustering Performance Comparison on Real-World Data Set for a 90% / 10% train /
test split. The Best and Second Best are Boldfaced and numbered accordingly.

UCI mf AwA2 NUS W SenseIT Wiki
MFMSC 0.4267 0.1823 - 0.3866 0.6866

CoTSC [22] 0.7653 0.2845 - 0.6099 0.7342
MKFC [23] 0.7689 0.4056 0.1462 0.8076 0.4987

MCFCM [24] 0.8176 0.4201 0.2106 0.8320 0.5001
LRRGL [25] 0.8367 0.3722 - 0.7603 0.7609

DS-NMFMVC [26] 0.8905 0.5250 0.4438 0.8158 0.8507
DIMC [27] 0.9302 0.5023 0.4755 0.8330 0.9139
AWP [28] 0.9687(2) 0.4576 - 0.8799 0.9051

MvSN (S) [6] 0.9544 0.5788(2)0.5867(2)0.9027(2)0.9221(2)
mvSGAN 0.98(1) 0.998(1) 0.993(1) 0.9994(1)0.9996(1)

2. Animal With Attribute (AwA2) [14]: an image dataset set that consist of 37322 samples of

50 animals.

3. NUS Wide [15]: an image dataset that consist of 269648 samples collected from the world

wide web.

4. SensIT [21]: a sensor records dataset of approximately 98528 wireless distributed sensor

records for three different vehicles in an intelligent transportation system.

5. Wikipedia-Info (Wiki) [17]: a dataset of images and text describing different sections in 11

Wikipedia articles.

We summarize the data sets information in Table (3.1). All methods in this experiments are run 10

times with randomized initialization, and the mean of the results is reported.For each sample xi,

the true label is li and the predicted label optioned from our approach is yi. We compare methods

using unsupervised clustering accuracy (ACC) which is defined in equation 3.17.

ACC =

N
∑

i=1
δ (li,map(yi))

N
(3.17)
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Figure 3.2: GraphSGAN in dashed lines vs mvSGAN in solid lines
3.4.2 Comparison and Discussion of Results

In order to fully test the capabilities of mvSGAN, we compare the accuracy of our imple-

mentation of the methods mentioned in Table (3.2). It is demonstrated that our approach mvSGAN

that uses GANs to learn the clustering space of samples outperforms all other algorithms com-

pared with including GraphSGAN. It is also demonstrated that mvSGAN performs steadily on

multiple different genres of datasets including images, text, and sensor data. While all other pop-

ular approaches performance decrease with the increase of number of classes, mvSGAN performs

significantly semi-optimal and achieves almost optimal accuracy with 0.05% error as showed in

results for NUS WIDE dataset. The key strength point of mvSGAN is the curse of dimensionality.

The higher the dimension of feature view, the better the performance of mvSGAN on those views.

Last, The approach is topped with a multi-class cross entropy fusion layer to complete the missing

data in views using correct data on other views. This allows mvSGAN to achieve near optimal

accuracy and proves the power of GANs in graph theory based image classification.
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3.4.3 Scalability Test and Few-Shot Learning

To fully grasp the power of mvSGAN model, we tested the implementation using different

training/testing splits. The results in Figure 3.2 are the achieved accuracy of mvSGAN against

MvSN apprach 3.2.3 for testing portions of 10% to 90% of the samples with an increment of 10%

for all five real world dataset. The clustering performance of mvSGAN is superior due to the

sample/class ratio. Unlike spectral clustering, GANs perform much better with low sample/class

rate and achieves high accuracy even in low portions of training samples. We test mvSGAN model

under few shot learning conditions, we train the model on 1 to 5 samples per class. Our model

achieves significantly high accuracy with low sample rates which make it a superior candidate for

the task of few shot learning.

3.5 Conclusion

In this paper, we present mvSGAN, a multivew clustering model that utilizes GAN based

deep learning approach for multi-class classification. The model is able to reach near optimal

clustering prediction for large data sets. The model trains GANs for each view embedding and then

fuses the output predictions by assigning weights for each view and finding the best formulation

of the views. The algorithm performs significantly when utilized for the task of few shot learning.

Experiment results on five benchmark real world data sets show the superiority of our model when

compared against state of the art algorithms as demonstrated. Future research include but not

limited to extension of GAN training to unified GAN model instead of current GAN per view

approach and further enhancements of mvSGAN for single view few-shot learning.
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4 Chapter 4

WaveNets: Wavelet Channel Attention Networks

Hadi Salman, Caleb Parks, Shi Yin Hong, Justin Zhan

Abstract– Channel Attention reigns supreme as an effective technique in the field of com-

puter vision. However, the proposed channel attention by SENet suffers from information loss

in feature learning caused by the use of Global Average Pooling (GAP) to represent channels as

scalars. Thus, designing effective channel attention mechanisms requires finding a solution to

enhance features preservation in modeling channel inter-dependencies. In this work, we utilize

Wavelet transform compression as a solution to the channel representation problem. We first test

wavelet transform as a standalone channel compression method. We prove that global average

pooling is equivalent to the recursive approximate Haar wavelet transform. With this proof, we

generalize channel attention using Wavelet compression and name it WaveNet. Implementation

of our method can be embedded within existing channel attention methods with a couple of lines

of code. We test our proposed method using ImageNet dataset for image classification task. Our

method outperforms the baseline SENet-34, and SOTA FcaNet-34.

4.1 Introduction

In deep convolutional neural networks (CNNs), effective feature learning often relies upon

the success of attention mechanisms in selectively capturing and preserving relevant important

details from input [1]. In tasks such as image classification, attention mechanisms involve redis-

tributing the weights of input feature maps to achieve better classification accuracy [2], [3]. Major

attention mechanisms used in CNNs consist of channel attention, spatial attention, branch atten-

tion, and temporal attention. [4], [5]. Particularly, the computer vision domain conventionally

adopts the channel attention (CA). Introduced by the SeNet [6], CA offers a relatively computa-

tionally efficient selection of important channels by generating scalar channel weights, whereby
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channel-wise computations are performed on features derived from the global average pooling

(GAP).

While channel attention is an intuitive technique in capturing salient properties of images,

recent studies suggest that CA’s use of global average pooling (GAP) in its architecture hinders its

performance. GAP is insufficient in retaining sophisticated details and fails to comply with some

task-specific model practices [7]. Moreover, GAP’s straightforward dimensionality reduction fur-

ther limits CA’s inter-channel dependencies modeling [8]. Our motivation to design WaveNet

stems from this need to reassess CA to capture finer details in feature learning. This reassess-

ment should allow CA to redistribute the weights of input feature maps to improve classification

accuracy while maintaining CA’s computational efficiency.

To address the above limitations, we propose to enhance the feature preservation during

downsampling via the discrete wavelet transform (DWT). As a tool in digital signal processing,

DWT has various image processing applications in tasks such as image compression, dehazing,

classification, denoising, restoration, and watermarking [9] [10] [11] [12] [13]. Essentially, DWT

performs pyramidal image decomposition by transforming an image into four sub-bands composed

of a lowpass (LL) filter and a bandpass filter with horizontal (LH), vertical (HL), and diagonal (HH)

decomposition of the image, respectively [14] [15]. The LL filter corresponds to a downsized

version of the original image with lower resolution, and the LH, HL, and HH bandpass filters

highlights the input’s predominant traits in their associated orientation. The ability of DWT to

perform multilevel decomposition on images inspired WaveNet, in which we explore the levels of

decomposition of DWT’s application in CA.

In this work, we introduce a novel channel attention framework that stems from a mathe-

matical compression technique. In an effort to better represent channel information and express

what GAP failed to explore, we propose to utilize Haar DWT for the channel attention mechanism.

Along with the Haar channel attention framework, we propose a customized wavelet channel at-

tention framework. In this framework, we use a set of random orthogonal filters to be used in

a customized wavelet. The role of those orthogonal filters is to enforce feature preservation and
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diversity in the compression task prior to excitation of channel attention.

Our implementation of this enhanced channel attention mechanism achieves the state-of-

the-art performance against related channel attention techniques. The main contribution of this

work are summarized as follows:

• We view the channel attention from a compression perspective and adopt DWT in the vanilla

channel attention for channel information preservation. With the proof, we establish that

conventional GAP is the recurrent Approximate Component of Discrete Haar Wavelet Trans-

form. Then, we generalize the channel attention from the frequency basis and propose our

method, termed as WaveNet.

• Motivated by the success of the Discrete Haar Wavelet Transform in WaveNet, we propose

WaveNet-C, a custom orthogonal linearly independent filters wavelet to enforce diversity in

the compression task for Channel Attention.

• We propose a filter selection criteria along with a parameter reduction technique to fulfill

WaveNet-C.

• We conduct extensive experimental results which support that the presented method achieves

the state-of-the-art results on ImageNet comparable computational cost to SENet.

4.2 Related Work

Visual Attention in CNNs The active field of research in attention mechanisms has varieties of

vision applications across various domains [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26]

[27]. Early interest in visual attention is fostered by the highway network [28], which introduced a

gating mechanism that enhances the flow of feature information in a deep neural network. ResNet’s

[29] success with deep CNNs via the use of skips connections in residual blocks further set the

foundation for using attention in creating the next state-of-art model. Soon, the proposal of SENet

[6] presents the channel attention in an efficient squeeze and excitation architecture, fueling a wave
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of studies aiming to improve the channel attention performance. Notably, DANet [30] integrates

a position attention module with channel attention to model long-range contextual dependencies.

Building upon NLNet [31] and SENet, GCNet [32] proposes GC blocks to capture channel-wise in-

terdependencies while emphasizing long-range global context modeling. [33] introduces the triplet

attention, modeling spatial attention and channel attention with efficient parameters and no dimen-

sionality reduction. HA-CNN [34] assesses joint attention selection, which combines hard regional

and soft spatial attention with channel attention. Besides utilizing spatial attention, CBAM [35]

applies global max-pooling in channel attention to counter GAP’s limits. ECA-Net [36] remodels

the channel attention architecture to capture cross-channel interaction without unnecessary dimen-

sionality reduction. TSE [37] disregards GAP’s global spatial context in SENet to streamline the

SE network usage with AI accelerators. FcaNet [38] adds a multi-spectral component to channel

attention from a frequency analysis perspective that explains the relationship between GAP and

discrete cosine transform.

Wavelet Transforms in Image Processing Wavelet transforms attract growing interest in deep

learning-based image processing applications. Early associated works tend to neglect the use of

attention mechanisms and range from image super-resolution [39], [40], classification [41] [42],

inpainting [43], demoiréing [44], and restoration [12]. Recently, some works propose to integrate

attention mechanisms and Wavelet transforms. AWNet [45] integrates non-local attention with

DWT to achieve better results for image signal processor (ISP) with smartphone images. [46] pro-

poses WAEN, which composes of an attention embedding network and a wavelet embedding net-

work to enhance video super-resolution. The soft attention-based model proposed in [47] applies

DWT to improve face recognition of morphed images. [48] presents a framework for detecting

surface defects of glass bottles that fuses the Wavelet transform into their visual attention model.

[49] details a single image deraining framework based on a fusion network with DWT and its in-

verse into its attention module. Different than most previous works that use wavelet transform with

an attention mechanism for a specific domain-based application, our WaveNet seeks to incorporate
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Wavelet transform into the underlying architecture of CA to improve the attention mechanism at

its most fundamental level.

4.3 Method

We start this section by formulating the Discrete Wavelet Transform (DWT) and Channel

Attention (CA). We then look into more details over the derivation of our Interdependent channel

attention. Together with the interdependent channel attention model, we explore a diversification

strategy for custom wavelet transform.

4.3.1 Discrete Wavelet Transform (DWT) and Channel Attention (CA)

In this section, we first go in-depth over the mathematical derivation of DWT. Then, we

elaborate on explaining the channel attention mechanism.

DWT using Multiplication Given scale weights H and shift weights G describing wavelet w,

the wavelet transform of (1D) input X is:

Xout put
J=1 =W ×X =


H

G

×X . (4.1)
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Where

W =



h 0 . . . 0

0 h . . . 0
... . . . h 0

0 . . . 0 h

g 0 . . . 0

0 g . . . 0
... . . . g 0

0 . . . 0 g


n×n

(4.2)

The (2D) DWT can be described using the (1D) DWT by applying the procedure to columns

first then repeating the process to the rows of the output. The first level DWT for input X can be

modeled as follows:

Xout put
J=1 = DWT (X) =W ×X×W T

=


H

G

X
[

HT GT

] (4.3)

Xout put =

A V

H D

=


HXHT HXGT

GXHT GXGT

 (4.4)

Where A is the Approximation of X , V is the Vertical difference of X , H is the Horizontal

difference of X , and D is the Diagonal difference of X . For an image with the size of (n×n), the

extracted features size is (n/2× n/2). The wavelet transform level is the number of the times of

wavelet feature extraction. At Jth level, the extracted feature size is (n/2J×n/2J).
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DWT using Convolution Given decoding high pass and low pass filters H,L respectively, we

use convolution with correlations of the form :

Yk,l = ∑ψi jXi+k, j+l. (4.5)

We assemble the encoding filters by stacking the Low-Low, horizontal, vertical, diagonal filters.

For a d value filter where d ∈ {2,3,4,5}, the filter bank per channel has the dimensions of size

(4,d,d). Haar has d = 2 value filter. For input of size (N×C×H ×W ) the filter bank size for

convolution is (4×C,C,d,d) with 2 as the stride and no padding. The convolution output is of size

(N,C,4,H/2,W/2) where A ,V ,H ,D are stacked on 3rd dimension.

Channel Attention Convolution Neural Networks rely heavily on channel attention mecha-

nisms. The idea is to re-calibrate the channel weights based on relative importance to the general

task. Suppose that X ∈ RC×H×W is an instance of a deep image feature, C is the channel count, H

is the feature height, and W is the feature width. As discussed in Sec. 4.1, the channel attention

process aims to summarize the channel content into a scalar value. Hence the channel attention

mechanism described initially by SENet [50] can be written as:

att = excite(squeeze(X)))

= sigmoid( f c(GAP(X)))

(4.6)

where att ∈RC is attention vector, sigmoid is Sigmoid function, f c is a mapping function such as a

fully connected layer or an one-dimensional convolution, and squeeze (GAP): RC×H×W 7→RC×1×1

is a compression method. After acquiring the attention vector of all C channels, all channels of

input X are scaled by their corresponding importance value:

X̃N,C,W,H = attN,C,1,1 ·XN,C,W,H (4.7)
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Figure 4.1: Illustration of WaveNet channel attention

where att, X , and X̃ are the input, attention vector and attention mechanism output.

Typically, global average pooling is used as the compression method [6], [36]. Other pop-

ular compression methods are global max pooling [35] and global standard deviation pooling [51].

4.3.2 Interdependent Channel Attention

In this section, we start by highlighting weaknesses of the current channel attention mech-

anisms. Based on the theoretical analysis, we then discuss our proposed design to overcome those

weaknesses.

Wavelet Channel Attention As discussed in Sec. 4.3.1, DWT extracts four main features of an

image. With the proof, We demonstrate that GAP is equivalent to the recurrent approximation of

the input image when Haar wavelet transform is used.

Theorem 1. For an image X with the size of H×W, GAP is an exceptional case of 2D DWT with
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result proportional to the log2 (max(H,W )) level approximation using 2D Discrete Haar Wavelet

Transform (DHWT).

Proof. The proof is divided into two transforms. The first transform is applied to the input image

X to get a padded version with equivalent global average pooling. If the image X isn’t divisible by

2 in both dimensions, we pad X to get an image A = P(X) with GAP(X) = GAP(A). If the input

image is already divisible by 2 in both dimensions, we define P to be the identity function.

Next we get GAP(B) = GAP(P(A)) = GAP(X). You can repeat this argument until B is a

1x1 and GAP(B) = b. To do so, we introduce the second transform T. If B = T (A), for T being the

transform, we have

Bi, j = (A2i,2 j +A2i+1,2 j +A2i,2 j+1 +A2i+1,2 j+1)/4. (4.8)

From this, it follows that
I,J

∑
i=1, j=1

Bi, j = 1/4∗
2∗I,2∗J

∑
i=1, j=1

Ai, j (4.9)

which implies that GAP(B) = GAP(A). Since GAP(A) = a if a is a 1x1 matrix, the proof

is complete by induction.

Orthogonal Linearly Independent Channel Attention Module Theoretical analysis and The-

orem 1 support that GAP in the channel attention mechanism only uses the average approximation

feature while a diverse variety of potential features are discarded. However, the discarded fea-

tures may also encode the useful information patterns in representing the channels and should be

taken into consideration in the compression phase. To mathematically derive a more diverse and

meaningful compression method of channel information, we propose to generalize GAP to more

wavelet filters and compress more information with multiple different wavelets.

ResNet has two main blocks, Basic Block and Bottleneck Block. Basic has 4 channel sizes

64, 128, 256, and 512. Bottleneck has 6 channel sizes 64, 128, 256, 512, 1024, and 2048. In case of

basic Block, we initialize 4 random interdependent orthogonal filters of same size as channels and
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we train the network on those filters. For the Bottleneck, we use the same filters for the channels

sizes that are shared with the Basic Block. For the channels 1024 and 2048, we split the channels

to chunks of size 512 and we initialize those extra 4 filters of size 512 with new random orthogonal

weights to enforce catching more diverse information during the compression phase.

The input X is passed through a separate orthogonal linearly independent wavelet compres-

sion module to represent diverse interdependent channel information. In this way, we express the

basic compression (CB) as follows:

CB(X) = DWTJ(X), (4.10)

in which the recursive wavelet level J = log2{H}. X ∈ RC×H×W is the input feature, and C(X) ∈

RC is the C-dimensional vector post compression. Similarly, bottleneck compression (CBN) is

described as follows:

C(X)BN =


CB(X) C = 64,128,256,512

CAT (CB(X512)) C = 1024,2048
(4.11)

where CAT is the concatenation function along the channel dimension and X512 is the split

of the input X of size 512 along the channel dimension.

The final orthogonal interdependent channel attention can be expressed as:

Attention(X) = sigmoid( f c(C(X))). (4.12)

From Eqs. 4.10, 4.11 and 4.12, it is demonistrated that out model performs a set of Wavelet

transforms and extracts channel diverse compression representations of channel information. By

incorporating those extra information in the final description we notice a major improvement in

the channel representation. Fig. 4.1 illustrates the overall concept of our method.
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Table 4.1: Results of the image the classification task on ImageNet over different methods. Besides
the AANet, which had no official code implementattion, all methods’ results are reproduced and
trained with the same training setting.

Method Years Parameters FLOPS Top-1 acc Top-5 acc
ResNet [29] CVPR16 21.80 M 3.68 G 74.58 92.05
SENet [6] CVPR18 21.95 M 3.68 G 74.83 92.23
ECANet [36] CVPR20 21.80 M 3.68 G 74.65 92.21
FcaNet-LF ICCV21 21.95 M 3.68 G 74.95 92.16
FcaNet-TS ICCV21 21.95 M 3.68 G 75.02 92.07
FcaNet-NAS ICCV21 21.95 M 3.68 G 74.97 92.34
WaveNet-C BigData22 21.95 M 3.68 G 75.06 92.376

Wavelet Filter Choice One important decision for the network is to pick the wavelet to perform

on a specific channel. Our baseline network named Wavenet perform Haar approximation on all

channels and achieve SENet results. In order to fulfill the orthogonal interdependent channel atten-

tion, we propose Wavenet-C. We discuss more about those networks in the following subsections.

WaveNet means WaveNet weights the components of wavelet compression within each

step of the deep wavelet compression. Its main idea is to improve the compression by including

the vertical, horizontal, and diagonal components. First, the network determines the importance of

each frequency component. Then, it investigates the effect of adding those frequency components

together through the recurrence process.

WaveNet-C means WaveNet with selective wavelet filters. We use the convolution based

wavelet transform and we assign orthogonal independent filters for channel compression. We do so

by randomly initializing the filters then applying the gram-schmidt process to orthogonality those

filters thus forcing the network to diversify the information compressed by each channel therefore

achieving better classification in general.

4.4 Experiments

In this section, we began by describing the experimental details of our implementation.

Then, we discuss the technique of information compression in our framework, complexity, and

code implementation. Lastly, we discuss the accuracy of our method on image classification,

object detection, and instance segmentation tasks.
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4.4.1 Implementation Details

We utilize ResNet-34, as backbone model to evaluate the proposed WaveNet on Ima-

geNet [52]. We comply with data augmentation and hyper-parameter settings in [29] and [53].

Specifically, with random horizontal flipping, the input images are cropped randomly to 256×256.

To do so, we modify ResNet architecture to allow the input size to be 256 instead of 224. During

training, the SGD optimizer is set with a momentum of 0.9. The learning rate is 0.2, the weight

decay is 1e-4, and the batch size is 256 per GPU. All models are trained within 100 epochs using

Cosine Annealing Warm Restarts learning schedule and label smoothing. To foster convergence,

for every 10 epochs, the learning rate scales by 10% of the previous learning rate. We further adopt

the Nvidia APEX mixed precision training toolkit and Nvidia DALI library for fast data loaders

for training efficiency.

All models are implemented in PyTorch [54] and tested on two Nvidia Quadro RTX 8000

GPUs.

4.4.2 Discussion

How the Orthogonal Linearly Independent filters compresses and embeds more information

In Sec. 4.3.2, we prove that solely adopting the vanilla GAP in the channel attention discards

information from all filters except the Haar filter, i.e., GAP. Therefore, designing the filters to be

orthogonal and linearly independent using the Gram-Schmidt method would force the network to

diversify the information extracted in the channel attention compression phase.

We also provide a theoretical basis to show that more information could be embedded. By

nature, deep networks are redundant [55], [56]. If two channels contain redundant information,

then the application of GAP on these channels are likely to return repetitive information. On the

other hand, our multi-spectral framework extracts less superfluous information from redundant

channels since the inherent diverging frequency components contain different information. Thus,

our multi-spectral framework can embed more unique salient information in the channel attention

mechanism.

59



Complexity analysis We analyze the complexity of our framework through the number of pa-

rameters and the computational cost. Our method does not impose no extra parameters compared

with the baseline SENet that introduced the vanilla channel attention since the filters of 2D DWT

are pre-computed constant. The negligible increase in the computational cost is also similar to

computational cost of SENet. With ResNet-34 backbone, the relative computational cost increases

of our method is 0.05% compared with SENet, respectively. More results can be found in Table 4.1.

A Few lines of code change Another strength of the proposed wavelet attention framework is

that it can be integrated into existing diverse variants of channel attention implementations. The

major distinction between our method and SENet is the adoption of different channel compression

method (multi-spectral 2D DWT vs. GAP). As discussed in Sec. 4.3.1 and Eq. 4.5, 2D DWT can

be viewed as a constant filter convolution of inputs. It can be simply implemented via a Conv2D

layer. Accordingly, arbitrary channel attention methods can adopt our framework easily.

4.5 Conclusion

In this paper, we proposed the WaveNet, an efficient, flexible framework for improving

channel attention’s power in capturing salient features that can easily incorporate into existing

channel attention-based models. Theoretically, we prove that the conventional GAP is the recur-

rent approximation component of the DHWT that discards all channel information in all filters

except the Haar filter. Hence WaveNet tackles channel attention as a compression problem and

introduces DWT to preserve more unaccounted channel-wise features under GAP. We further in-

troduce WaveNet-C, a custom orthogonal linearly independent wavelet to best fit the compression

task for channel attention, and effective wavelet filter selection criteria and parameter reduction

techniques. Empirically, our method persistently improves the performance of channel attention

mechanism in ImageNet classification task without raising significant parameters and computation

costs relative to existing frameworks. Our future works include extending our method for bigger

ResNet networks like ResNet-50, ResNet-101; introducing other tasks and datasets like segmen-
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tation and object detection on COCO dataset; and incorporating delayed learning for the wavelet

filters to further improve our method accuracy.
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5 Chapter 5

OrthoNets: Orthogonal Channel Attention Networks

Hadi Salman, Caleb Parks, Matthew Swan

Abstract– Designing an effective channel attention mechanism implores one to find a

lossy-compression method allowing for optimal feature representation. Despite recent progress

in the area, it remains an open problem. FcaNet, the current state-of-the-art channel attention

mechanism, attempted to find such an information-rich compression using Discrete Cosine Trans-

forms (DCTs). One drawback of FcaNet is that there is no natural choice of the DCT frequencies.

To circumvent this issue, FcaNet experimented on ImageNet to find optimal frequencies. We hy-

pothesize that the choice of frequency plays only a supporting role and the primary driving force

for the effectiveness of their attention filters is the orthogonality of the DCT kernels. To test this

hypothesis, we construct an attention mechanism using randomly initialized orthogonal filters. In-

tegrating this mechanism into ResNet, we create OrthoNet. We compare OrthoNet to FcaNet (and

other attention mechanisms) on Birds, MS-COCO, and Places356 and show superior performance.

On the ImageNet dataset, our method competes with or surpasses the current state-of-the-art. Our

results imply that an optimal choice of filter is elusive and generalization can be achieved with a

sufficiently large number of orthogonal filters. We further investigate other general principles for

implementing channel attention, such as its position in the network and channel groupings.

5.1 Introduction

Deep convolutional neural networks have become the standard tool to accomplish many

computer vision tasks such as classification, segmentation, and object detection [1], [2]. Their

success is attributed to the ability to extract features related to the underlying task. Higher quality

features allow for better outputs in the decision space. Hence, improving the quality of these

features has become an area of interest in the machine learning community [3]–[5]. In this paper,
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we investigate channel attention mechanisms.

A channel attention mechanism is a module placed throughout the network. Each module

takes as input a feature, which has C channels, and outputs a C dimensional attention vector with

components in (0,1). By multiplying these outputs with the input feature vector, the features are

adapted towards solving the underlying task.
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Figure 5.1: ImageNet accuracy comparison.

The first channel attention mechanism, introduced by SENet [6], uses Global Average Pool-

ing (GAP) to compress the spatial dimension of each feature channel into a single scalar. To com-

pute the attention vector, the compressed representation is sent through a Multi-Layer Perceptron

(MLP) and then through a sigmoid function. The compression stage is referred to as the squeeze.

As pointed out in [7], a major weakness of SENet is using a single method (i.e. GAP) to compress

each channel. This weakness was removed by FcaNet [7]. They argue that GAP is discarding

essential low-frequency information and that generalizing channel attention in the frequency do-

main by using DCTs, yields more information. Doing so improves channel attention significantly.

Based on imperial results, FcaNet chose which Discrete Cosine Transforms (DCTs) to use, thus

becoming the state-of-the-art (SOTA) channel attention mechanism.

We hypothesize that the success of FcaNet has less to do with the low-frequency spectral

information and is, in fact, due to the orthogonal nature of the DCT compression mappings. To
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test this hypothesis, we construct a channel attention mechanism using random orthonormal filters

to compress the spatial information of each feature. Using our attention mechanisms, we produce

networks that outperform FcaNet in object detection and image segmentation tasks. Compared to

SOTA, our method achieves competitive or superior results on the ImageNet dataset and achieves

top performance for attention mechanisms on Birds and Places365 datasets. We further investigate

other general principles for implementing channel attention. The main contributions of this work

are summarized as follows:

• We propose to diversify the channel squeeze methods in an effort to extract more information

using orthogonal filters and name the resulting network OrthoNet. By evaluating OrthoNet,

we demonstrate that a key property of quality channel attention is filter diversity.

• We propose to relocate the channel attention module in ResNet-50 and 101 bottleneck blocks.

Our location reduces the number of parameters used for our module and improves the net-

work’s overall performance.

• Running numerous experiments on Birds, Places365, MS-COCO, and ImageNet datasets;

we demonstrate that OrthoNet is the state-of-the-art channel attention mechanism.

• To explore network architecture choices, we investigate channel grouping in the squeeze

phase and squeeze filter learning.

The rest of the paper is formatted as follows. In section 2, we review works related to this

paper. Section 3 formulates channel attention mechanism and reviews the most important channel

attentions. In section 4, we report our results. Section 5 contains discussion on architecture choices

and further benefits of this method. Finally, in section 6 we conclude our work and hypothesize

why distinct attention filters are key to an attention mechanism.
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5.2 Related Work

Deep Convolutional Neural Networks (DCNNs) LeNet [8] and AlexNet [9] served as the start-

ing point for a new era in fast GPU-implementation of CNNs. Since then, researchers have started

exploring the potential of adding more convolutional layers while maintaining computational effi-

ciency. To improve the utilization of GPUs, GoogLeNet [10] was proposed based on the Hebbian

principle and the intuition of multi-scale processing. Shortly after, VGGNet [11] was introduced

and secured first and second place in ImageNet Challenge 2014. Their work began a trend to

deepen networks to achieve higher accuracy. As a result, the number of network parameters in-

creased causing difficulty during optimization. To overcome this challenge, ResNet [12] explicitly

reformulated the layers as learning residual functions which made the network easier to optimize.

Shortly after, many variants of ResNet were introduced to enhance it and overcome problems like

vanishing gradients and parameter redundancy [4], [13], [14].

Visual Attention in DCNNs Based on the concept of focus in human behavior, visual attention

aims to highlight the important parts of an image. Literature suggests those important parts are

chosen because they are significant to distinguish a specific image from others. The current re-

search in visual attention aims to leverage those properties [15]–[24]. The highway network [25]

introduced a basic — yet effective — gating mechanism that promotes the flow of information

in deep neural networks. One can consider the “transform gate” from the highway network as a

type of attention. Based on ResNet backbone, SENet then presented channel attention using the

squeeze and excitation architecture, ushering the start of a research wave aiming to improve the

channel attention process.

DANet [26] integrated a position attention module with channel attention to model long-

range contextual dependencies. NLNet [27] aggregated query-specific global context to each query

position in the attention module. Building upon NLNet and SENet, GCNet [28] proposed the GC-

block, which aims at capturing channel cross-talk and inter-dependencies while maintaining global

context awareness. Triplet attention [29] explored an architecture that includes spatial and chan-
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nel attention while maintaining computational efficiency. CBAM [30] applied global max-pooling

instead of GAP in SENet as an alternative. GSoPNet [31] introduced global second-order pooling

instead of GAP, which is more effective but computationally expensive. ECANet [32] remodeled

the channel attention architecture to capture cross-channel interaction without unnecessary dimen-

sionality reduction.

FcaNet [7] added a multi-spectral component to channel attention from a frequency anal-

ysis perspective. They explained the relationship between GAP and Discrete Cosine Transform’s

initial frequency and then used a selection of the remaining frequencies to extract channel infor-

mation. Finally, WaveNet [33] proposed to use Discrete Wavelet Transform to extract channel

information.

Datasets for Visual Tasks Behind every success in deep neural network tasks, there exists a

dataset that was curated to guide those networks to generalize. ImageNet [34] is considered

the most popular image dataset mainly used for classification; it has more than 14 million hand-

annotated images. A very commonly used subset is ImageNet-1000 which has 1000 classes, 1.3

million images for training, and 50 thousand images for validation. Another popular dataset is

MS-COCO [35] consisting of approximately 118 thousand annotated training images for object

detection, key-points detection, and panoptic segmentation. It has 5 thousand validation images.

Places365 [36] is a dataset for scene recognition, that consist of 1.8 million training images from

365 scene categories with 36 thousand validation images. Finally, Birds [37] is a medium size

relatively easy classification dataset of different types of birds that are used to evaluate models

on low-level features. The dataset consist of 450 species, each with more than 150 samples for

training and five samples for validation.

5.3 Method

In this section, we review the general formulation of channel attention mechanisms. With

this formulation, we briefly review SENet and FcaNet. Based on these works, we introduce our
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method, Orthogonal Channel Attention, to be implemented in OrthoNet.

5.3.1 Channel Attention

Considered a strongly influential attention mechanism, channel attention was first proposed

in [6] as an add-on module to be incorporated into any existing architecture. Its goal is to improve

overall network performance with negligible computational cost.

A channel attention block is a computational unit, built to encapsulate information and

highlight relevant features. Suppose X ∈RC×RH×RW is a feature vector where C is the number

of channels with H and W being the height and width. The channel attention computes a vector,

A ∈ RC, which highlights the most relevant channels of X . The output of the module is A⊙X ,

calculated by

(A⊙X)c,h,w = AcXc,h,w . (5.1)

Various researchers have proposed variants on Channel Attention that compute the attention vector,

A, in different ways.

5.3.2 Squeeze-and-Excitation (SENet)

The Squeeze-and-Excitation method is broken into two stages: a squeeze phase followed

by an excitation stage. The squeeze stage can be considered a lossy-compression method using

GAP as shown below:

Zc = Fse(X)c =
1

HW

H

∑
i=1

W

∑
j=1

Xc,i, j . (5.2)

The excite step maps the compressed descriptor Z to a set of channel weights. This is achieved by

E(Z) = σ(W2δ (W1Z)) , (5.3)
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where σ is the sigmoid function, δ is the ReLU activation function, and W1,W2 are (learnable)

matrix weights. We can formulate channel attention in SENet in the following form:

A(X) = E(Fse(X)) . (5.4)

5.3.3 Frequency Channel Attention (FcaNet)

One of the major weaknesses of the channel attention proposed in SENet [6] was the use

of only one squeeze method: GAP. The authors were motivated to use GAP to encourage repre-

sentation of global information in the attention vector. FcaNet [7] proposed an alternative squeeze

method based on Discrete Cosine Transform. The DCT for an image of size (H,W ) with frequency

component (i, j) is given by

Ti, j(X) =
H

∑
h=1

W

∑
w=1

vi(h,H)v j(w,W )Xh,w , (5.5)

where

vk(a,A) = cos
(

πk(a+1/2)
A

)
. (5.6)

They proved that GAP is proportional to the initial DCT frequency, (0,0), and demonstrated that

the remaining frequencies need to be represented in the attention vector. They claim that those

missing frequencies contain essential information; however, they give no theoretical reasoning to

explain why their choice frequencies was optimal. FcaNet attention vector can be computed as

follows:

A(X) = E(Ffca(X)), (5.7)

where

Ffca(X)c = TI(c),J(c)(Xc) (5.8)
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for some choice of functions I,J on the natural numbers. Based on experimental results, FcaNet

chose to break the channel dimension into 16 blocks and chose (I,J) to be constant on each block.

5.3.4 Orthogonal Channel Attention (OrthoNet)

We notice that the DCTs used in FcaNet have a unique, essential, property: they are orthog-

onal [38]. In this paper, we exploit the benefits of the orthogonal property for channel attention.

Roughly, we start by randomly selecting filters of the appropriate dimension, (C,H,W ); we then

apply Gram-Schmidt process to make those filters orthonormal. The full details for initializing the

filters are described in algorithm 4. Denoting these filters by K ∈ RC×RH ×RW , our squeeze

process is given by

Fortho(X)c =
H

∑
h=1

W

∑
w=1

Kc,h,wXc,h,w . (5.9)

As in the other methods, we define our channel attention by

A(X) = E(Fortho(X)) (5.10)

Algorithm 4 Orthogonal Channel Attention Initialization (Stage Zero)
Ensure: Feature Dimension: (C,H,W ).
Require: Output: Kernel K ∈ RC×RH×RW .

if HW <C then
Calculate n = floor(C/(HW ))
Initialize L as empty list
for i ∈ {0 . . .n} do

Initialize HW random filters Fj ∈ RHW

Run Gram-Schmidt process on {Fj}HW
j=1 to get an orthogonal set {F ′}HW

j=1.
Append {F ′}HW

j=1 to List L.
end for
Concatenate filters in list L to get kernel K ∈ RC×RH×RW .

else
Initialize C random filters Fj ∈ RHW

Run Gram-Schmidt process on {Fj}Cj=1 to get an orthogonal set {F ′}Cj=1.
Concatenate filters {F ′}Cj=1 to get kernel K ∈ RC×RH×RW .

end if
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5.4 Experimental Settings and Results

We begin by describing the details of our experiments. We then report the effectiveness of

our method on image classification, object detection, and instance segmentation tasks.

5.4.1 Implementation Details

Following [6], [7], [32], we add our proposed attention module to ResNet-34 to construct

OrthoNet-34. Based on ResNet-50 and 101, we construct two versions of our network called

OrthoNet and OrthoNet-MOD. They differ in the position of the attention module in the ResNet

blocks. For further details refer to section 5.5.2.

General Specifications We adopt the Nvidia APEX mixed precision training toolkit and Nvidia

DALI library for training efficiency. Our models are implemented in PyTorch [40], and are based

on the code released by the authors of FcaNet [7]. The models were tested on two Nvidia Quadro

RTX 8000 GPUs.

Classification

Table 5.2: Results of the image the classification task on ImageNet over different methods.
Method Years Backbone Parameters FLOPS T1 acc T5 acc
ResNet [12] CVPR16

ResNet-101

44.55 M 7.85 G 78.72 94.30
SENet [6] CVPR18 49.29 M 7.86 G 79.19 94.50
CBAM [30] ECCV18 49.30 M 7.88 G 78.49 94.31
AANet [39] ICCV19 45.40 M 8.05 G 78.70 94.40
ECANet [32] CVPR20 44.55 M 7.86 G 79.09 94.38
FcaNet-LF[7] ICCV21 49.29 M 7.86 G 79.46 94.60
FcaNet-TS[7] ICCV21 49.29 M 7.86 G 79.63 94.63
FcaNet-NAS[7] ICCV21 49.29 M 7.86 G 79.53 94.64
OrthoNet+ CVPR22 49.29 M 7.86 G 79.61 94.73
OrthoNet-MOD+$ CVPR22 44.84 M 7.85 G 79.69 94.61

* High computational cost. + Randomly initialized. $ Reduced number of
parameters compared to SOTA.

We utilize ImageNet [34], Places365 [36], and Birds [37] datasets to test and evaluate

our method. To judge efficiency, we report the number of floating point operations per second
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(FLOPs) and the number of frames processed per second (FPS). To demonstrate method effective-

ness, we report the top-1 and top-5 accuracies (T1, T5 acc). We use the same data augmentation

and hyper-parameter settings found in [7]. Specifically, we apply random horizontal flipping, ran-

dom cropping, and random aspect ratio. The resulting images are of size 256×256.

During training, the SGD optimizer is set with a momentum of 0.9, the learning rate is

0.2, the weight decay is 1e− 4, and the batch size is 256. All models are trained for 100 epochs

using Cosine Annealing Warm Restarts learning schedule and label smoothing. At the beginning

of every tenth epoch, the learning rate scales by 10% of the previous learning rate. Doing so fosters

convergence, as demonstrated in [7].

Table 5.3: Results of the object detection task on COCO val 2017 over different methods.
Method Detector Parameters FLOPs AP AP50 AP75 APS
ResNet-50

Faster-RCNN

41.53 M 215.51 G 36.4 58.2 39.2 21.8
SENet 44.02 M 215.63 G 37.7 60.1 40.9 22.9
ECANet 41.53 M 215.63 G 38.0 60.6 40.9 23.4
FcaNet-TS 44.02 M 215.63 G 39.0 61.1 42.3 23.7
OrthoNet-MOD 41.68 M 215.63 G 39.1 60.2 42.5 23.4
ResNet101

Faster-RCNN

60.52 M 295.39 G 38.7 60.6 41.9 22.7
SENet 65.24 M 295.58 G 39.6 62.0 43.1 23.7
ECANet 60.52 M 295.58 G 40.3 62.9 44.0 24.5
FcaNet-TS 65.24 M 295.58 G 41.2 63.3 44.6 23.8
OrthoNet-MOD 60.84 M 295.58 G 40.8 61.6 44.9 24.7
FcaNet-TS-50∗ 46.66 M 261.93 G 37.3 57.5 40.5 22.1
OrthoNet-MOD∗ Mask-RCNN 44.53 M 261.93 G 37.8 57.9 41.1 22.5

* Base configuration used for training. For more details refer to section 5.4.1 and
section 5.5.6.

Object Detection and Segmentation

We train and evaluate object detection and segmentation tasks using MS-COCO [35]. We

report the average precision (AP) metric and its many variants.

FasterRCNN We use FasterRCNN with OrthoNet-50 and 101 with one frozen stage and learn-

able BatchNorm. We use the same configuration used by FcaNet [7] based on MMDetection

toolbox [41].
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MaskRCNN We use MaskRCNN with OrthoNet-50. We have one frozen stage and no learnable

BatchNorm. We utilize the base configuration described in MMDetection toolbox [41] of ResNet-

50.

Training Configuration We train for 12 epochs. The SGD optimizer is set with a momentum

of 0.9. We warm up the model in the first 500 iterations starting with a learning rate of 1e−4 and

growing by 0.001 every 50 iterations. After, we set the learning rate to 0.01 for the first 8 epochs.

At epoch 9, the learning rate decays to 0.001 then at epoch 12 it decays to 0.0001. We evaluate

both FcaNet and our method using this configuration. For more details, refer to section 5.5.6.

5.4.2 Results

Table 5.4: Results of the scene recognition task on Places365 dataset and classification task on
Birds dataset. Our method achieves superior performance compared to FCANet. Both methods
are trained with same training settings and using ResNet-50 backbone.

Method Dataset T1 acc T5 acc
FcaNet-TS [7] Places365 [36] 56.15 86.19
OrthoNet-MOD Places365 [36] 56.33 86.18
FcaNet-TS [7] Birds [37] 97.60 99.47
OrthoNet-MOD Birds [37] 97.78 99.64

Classification Results Accuracy results obtained on ImageNet are shown in ??. The first no-

ticeable feature is OrthoNet’s superior performance when using ResNet-34 as the backbone. The

result shown in the table is an average over five trials with a standard deviation of 0.12. Even in

the worst case, we achieved 74.97 which is comparable to FcaNet. Our results on ResNet-50 and

101 are better than both FcaNet-LF and FcaNet-NAS. The result for OrthoNet-50 is a mean over

four trials with standard deviation of 0.07.

The results obtained on ResNet-50 validate our initial hypothesis. If we Consider a linear

scale with SENet mapping to zero and FcaNet mapping to one, our method achieves a 0.93. Since

SENet has the least orthogonal filters (they are all the same), this demonstrates the importance of

orthogonal filters.
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We believe that FcaNet slight improvement with ResNet-50 is because they choose par-

ticular filters that performed best on their experiments with ImageNet. To test this hypothesis,

we evaluated our model on the Places365 and Birds classification datasets. Results are shown in

5.4. We can see that our method outperforms FcaNet-TF on Birds by 0.18% and on Places365 by

0.18%. These results imply that our method can generalize better to different datasets.

Table 5.5: Results of the instance segmentation task on COCO val 2017 over different methods
using Mask R-CNN.

Method AP AP50 AP75 APS APM
FcaNet-TS-50 34.0 54.6 36.1 18.5 37.1
OrthoNet-MOD 34.4 55.0 36.8 19.0 37.5

Base configuration used for training. For more details refer to
section 5.4.1 and section 5.5.6.

Object Detection Results In addition to testing on ImageNet, Places365, and Birds datasets, we

evaluate OrthoNet on MS COCO dataset to evaluate its performance on alternative tasks. We use

OrthoNet and FPN [42] as the backbone of Faster R-CNN and Mask R-CNN.

As shown in Table 5.3, when OrthoNet-MOD-50 is incorporated into the Faster-RCNN

and Mask-RCNN frameworks performance surpasses that of FcaNet. We also achieve 10% less

computational cost.

Segmentation Results To further test our method, we evaluate OrthoNet-MOD-50 on instance

segmentation task. As demonstrated in table 5.5, our method outperforms FcaNet under the

ResNet-50 basic configuration of Mask-RCNN framework. These results verify the effectiveness

of our method.

5.5 Discussion

We begin with a possible explanation for the success of OrthoNet. We then detail our

explorations into variants of our architecture and conclude by discussing implementation and lim-

itations.
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5.5.1 Attention Mechanism Theory

While FcaNet believes that frequency choice for the discrete cosine transform is the primary

factor for a successful attention mechanism, our results imply that the key driving force behind

successful attention mechanisms is distinct (orthogonal) attention filters. In brief, we believe that

the success of FcaNet is mostly due to the orthogonality of the DCT kernels.

Recall that convolutional neural networks contain built-in redundancy [7], [43], [44] (i.e.,

hidden features with strongly correlated channel slices). In a standard SENet, the squeeze method

will extract the same information from these redundant channels. In fact, by appropriately per-

muting the learnable parameters of a SENet, one can construct another network where the only

difference is the order of the channels in the intermediate features. (Such a trick cannot be applied

to FcaNet and OrthoNet due to the presence of constant, orthogonal squeeze filters.) The existence

of this permutation method implies that SENet cannot, a priori, prescribe meaning to its channels.

When the filters are orthogonal, the information they extract comes from orthogonal sub-

spaces of the feature space (RH ×RW ). Hence, they focus distinct characteristics. Since the gra-

dient information flows backward through the network, the convolutional kernels preceding the

squeeze can adapt to their unique mapping. By doing so, the network can extract a richer repre-

sentation for every feature map, which the excitation can then build upon.

To further support our ideas, we train OrthoNet-34 and 50 using random filters — we

omit the Gram-Schmidt step — and obtain accuracies of 74.63 and 76.77 respectively. We can

clearly see the effect of orthogonal filters on improving the validation accuracy on both networks

compared to random filter and GAP (Table ??).

5.5.2 Attention Module Location

The overall structure of a ResNet-50 or 101 bottleneck block is shown in figure 5.3. To

construct OrthoNet, we follow the standard procedure placing the attention module following the

1×1 convolution. Motivated by the below reasoning, we moved the attention in those networks to

follow the 3×3 convolution. The resulting network is OrthoNet-MOD.
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In OrthoNet-34, the attention is placed on the second 3×3 convolution in each block. We

now recall the structure of ResNet 50 and 101: both networks contains many blocks consisting of

a 1× 1 convolution followed by a 3× 3 convolution then another 1× 1 convolution (with batch-

norms and activations placed between). Since the 1× 1 convolutions can only consider inter-

channel relationships and lack the ability to capture spatial information, they are mainly used for

feature refinement and for channel resizing. Combined with an activation, a 1×1 convolution can

be considered as a Convolutional MLP [45]. Since the 3×3 convolutions are the only modules that

consider spatial-relationships, they must extract rich spacial information if the network hopes to

achieve high accuracies. These motivations and the success of OrthoNet-34 lead to the construction

of OrthoNet-MOD.

This modification yields many benefits. First, we reduce the number of parameters used

for the attention module by only creating filters of the same size as we did in OrthoNet-34. Exact

parameter counts can be found in Table ??. Second, we improve accuracies over the standard

OrthoNet. Third, we place the attention at a more meaningful location, the 3× 3 convolution,

where features are richer in spacial information.
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Figure 5.3: (a) OrthoNet block vs (b) OrthoNet-MOD block
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5.5.3 Cross-talk Effect on Orthogonal Filters

Our squeeze method can be considered as a convolution with kernel size equal to the fea-

ture spacial dimensions and groups equal to the number of channels — group size equal to one.

Since increasing group size allows inter-communication between channels; one might hypothesize

that doing so could allow the squeeze step to extract richer representations of the input feature.

To investigate such a hypothesis on OrthoNet, we conduct experiments using OrthoNet-34 with

different grouping sizes. The results are recorded in Table 5.6. The results indicate that the group

size is inconsequential; however, due to time and computational constraints, we were only able to

run each experiment once, and more experiments need to be conducted.

Table 5.6: Effect of Grouping.
Method Group Size Top-1 acc

OrthoNet-34
1 75.13
4 75.20

H×W 75.18

5.5.4 Fine-Tuning channel attention filters

In this section, we experiment with allowing the orthogonal filters to learn and fine-tune.

We implement multiple different learning methods. First, we train OrthoNet-34 on constant or-

thogonal filters, then introduce learning the filters in the last twenty epochs. We call this method

FineTuned-20. Second, we implement FineTuned-40, where we learn during each epoch that’s

divisible by five and also for the last twenty epochs — 40 epochs in total. Third, we implement

learning the first 30 epochs — FineTuned-30 — then we disable learning the filters and continue

training for the remaining 70 epochs on OrthoNet-50. Experiments demonstrate that learning the

filters for OrthoNet-MOD-50 doesn’t improve the overall validation accuracy. As for OrthoNet-34,

we observe a more consistent accuracies for different learning methods. Results are shown in table

5.7. Further investigation is needed on the method of training and the potential inclusion of an

attention-specific loss function for optimal learning.

83



Table 5.7: Effect of Squeeze Filter Learning.
Backbone Learning Method Top-1 acc
OrthoNet-34 FineTuned-20 75.20
OrthoNet-34 FineTuned-40 75.24
OrthoNet-50 FineTuned-40 78.50
OrthoNet-MOD-50 FineTuned-40 78.30
OrthoNet-MOD-50 FineTuned-30 78.36

5.5.5 Ease of Integration

Similar to SENet and FcaNet, our module can easily be integrated to any existing convo-

lutional networks. The major distinction between SENet, FcaNet and our method is the adoption

of different channel compression methods. As discussed earlier, our method can be described as a

convolution as shown in 4 and can be implemented with a single line of code.

5.5.6 Limitations

Random filters have a natural limitation. In upper layers, where HW >C, it is impossible to

have filters that comprise a full basis (i.e., you must choose C filters from the HW total). Although

we did not observe it, a poor choice of filters may exist. Their unlearnable nature makes this a

persistent factor throughout training. This could lead to a failure case. However; in the lower

layers, we are able — and do — create a complete basis for RHW which eliminates this issue in

those layers.

Although we reported the means for OrthoNet-34 over five trials and OrthoNet-50 over four

trials; due to limitations in time and computational capabilities, we only ran most other experiments

once. Due to the limited number of runs, we could not report the standard deviation. However,

OrthoNet’s constant higher accuracy on a variety of tasks and datasets suggest the robustness of

our network.

For the object detection and segmentation with MaskRCNN, we utilize the base configura-

tion provided by MMDetection [41]. The results reported by the base configuration are different

from those of their configuration. We were unable to use the configuration used by FcaNet [7]

because of technical difficulties.
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We also used the results of the experiments conducted by FcaNet for previous methods

(FasterRCNN and ImageNet); however, we conducted our experiments under the same configura-

tion.

5.6 Conclusion

In this work, we introduced a variant of SENet which utilizes orthogonal squeeze filters to

create an effective channel attention module that can be integrated into any existing network. To

evaluate its performance, we constructed OrthoNet and demonstrated state-of-the-art performance

on Birds, Places365, and COCO with competitive or superior performance on ImageNet. By com-

paring OrthoNet to state-of-the-art, we’ve found that the key driving force to a successful attention

mechanism is orthogonal attention filters. Orthogonal filters allow for maximum information ex-

traction from any correlated features and allow the network to prescribe meaning to each channel

yielding a more effective attention squeeze.

Our future works include further investigating learnable orthogonal filters, implementing

metrics for evaluation of attention mechanisms, and further pruning our attention module to lower

the computational cost and improve our method accuracy. We’re also searching for a theoretical

framework to explain the channel attention phenomenon.
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6 Chapter 6

Conclusion

In this doctoral dissertation, we have proposed and assessed a variety of machine learn-

ing and AI strategies for enhancing the categorization of single-view and multi-view photos. We

have demonstrated that these strategies can increase the accuracy and robustness of classification

algorithms in a variety of real-world circumstances.

First, we investigated an efficient and effective method for measuring the similarity of

millions of unlabeled face photos. The suggested method is based on learning a discriminative

embedding space using deep Siamese neural networks that capture facial features and their vari-

ations effectively. By conducting extensive trials on multiple benchmark datasets, we established

the superiority of our method. Our approach offers a potential avenue for future research in this

field, given the increasing relevance of artificial intelligence and computer vision.

Our second contribution was to enhance generative adversarial networks and present a

novel method for grouping multi-view data that includes semi-supervised learning and feature

fusion. The suggested method efficiently integrates labeled data and complementary information

from multiple perspectives to improve clustering performance. The experimental findings on mul-

tiple real-world datasets reveal that the suggested method for multi view datasets is superior to the

state-of-the-art methods. This study makes a significant contribution to the field of multi-view data

clustering and can be used to other relevant fields.

Investigating channel attention mechanisms is another contribution of this dissertation. In

our research, we provide a novel strategy for addressing the problem of channel attention by com-

pressing spatial data via wavelet transform. By adding attention processes at several network

layers, WaveNets are able to efficiently learn and represent complicated information through the

use of various wavelet filters. The experimental results reveal that WaveNets can achieve state-

of-the-art performance on the ImageNet dataset while maintaining an acceptable computational

overhead. The WaveNets design has enormous promise for upgrading the state of the art in diverse
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signal processing domains, such as image and speech processing, and could pave the way for new

discoveries in these fields.

Our last contribution is an investigation into the influence of attention filter orthogonality

in channel attention networks. By introducing orthogonal channel attention modules, we offer a

unique architecture for boosting the performance of deep neural networks. The proposed mod-

ules permit the network to choose attend to informative channels, hence enhancing the model’s

precision and resiliency. Experiments performed on a variety of picture classification benchmarks

illustrate the efficacy of the proposed method, which achieves high performance with fewer param-

eters and processing than previous methods. Future work include introducing metrics for channel

attention, applying orthogonal channel attention with different design than squeeze and excitation.

Overall, our research reveals the capacity of machine learning and AI techniques to en-

hance the classification of single- and multiple-view photos. Some real-world applications, such

as autonomous driving, surveillance, and robots, are applicable to the methodologies we have de-

veloped. We believe this study can inspire future research in this field and contribute to the creation

of more accurate and robust categorization algorithms.
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