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1. INTRODUCTION

1.1 Motivation

Owing largely to the ever-increasing volume and sophistication of data on the web, we are able to access an enormous amount of information around the globe. The downside of this information explosion is that users are often swamped by information of little interest to them. The key challenge today is for the users is to find relevant information based on their interests. This problem has led to the evolution of the recommender systems that help users to find information they need based on their interests. Recommender systems proactively present users with information related to their interests rather than requiring the user to search for, and then filter through, information based on queries. Recommender systems can also be used to tailor the information presented by a website, e.g., a news site, to individual users. Thus, the stories at that site can be presented in an order based on the user's interests rather than using the same order of presentation for all users based on an editor's opinion.

Many organizations use recommender systems to recommend various types of products to the user. For example, Netflix recommends movies to its users based on their ratings of movies compared to other similar users' ratings. Amazon recommends various items such as gadgets, books, or movies and Pandora Radio recommends music based on a user’s past history and preferences. Additionally, news recommender systems that recommend news articles from around the globe have become popular. There are many online news reading services, such as Google News and Yahoo News. However, with so much news available, the driving problem is to identify and recommend the most interesting articles to each user so that they are not
presented with a flood of information to wade through. These articles should be related to each users interests but also include those news stories that are generating a lot of interest around the world.

News recommender systems generally present news articles to the user in two different ways. One is content-based filtering and the other is collaborative filtering. Content-based filtering methods are based on the information and attributes of the item that are going to be recommended. This approach focuses on analysing previous user interests to make future recommendations. Essentially, it recommends news articles whose contents are similar to the contents of previously read articles that the user has rated highly. Content-based filtering has some limitations. It can be difficult for the system to learn and understand the user preferences from the user’s actions for certain types of items. From some types of items, it is possible to extract features that have semantic meaning. For items with associated text, e.g., news articles, the text can be mined to extract keywords that represent the items that the user has read and liked in the past. These keywords can be used to identify other news articles. However, for other types of items, e.g., music, there may not be any semantically related features that can be extracted. Thus, we cannot recommend items to the users based only on the contents of the user's chosen items themselves.

Collaborative filtering is a method based on information about the actions of other users whose preferences are similar to the existing user. Thus, collaborative filtering is based on the actions users on a set of items rather than features extracted from the items themselves. This approach studies the patterns of other users in order to recommend similar and interesting articles
to the existing user. The key advantage of this recommendation method is that it does not require the computer to analyze the data and hence it is capable of recommending content without the understanding the current content. One major concern is that these systems need a large amount of existing data from many users in order to make the recommendations more precise. Also, a large amount of computation power is necessary to process these recommendations. A popular service that uses the collaborative filtering technique is Amazon that uses item to item (people who buy ‘x’ also buy ‘y’) collaborative filtering to recommend products based on other user purchases. Another popular example for this technique would be the social networking sites such as Facebook and Google Plus that recommend new friends, groups and other social connections to the user.

Many news recommender systems have been created that use collaborative filtering, content-based filtering, or a hybrid of the two methods to help users find interesting articles to read.

In this thesis, we develop a hybrid personalized news recommender system that recommends interesting news articles to the user using a micro-blogging service “Twitter”. Our recommender system ranks the news articles in different ways. We consider the user’s profile to recommend articles to the user. This is essentially a content-based recommender system. In addition, we also consider the article's popularity with the help of tweets from the Twitter’s public timeline, essentially a type of collaborative recommendations. We present a novel approach to help users find interesting articles to read by merging the above two methods of ranking articles.
The following are the objectives of this thesis:

1. To develop a popularity based recommender system using Twitter
2. To develop a personalized news recommender system using conceptual user profiles
3. To develop a hybrid recommender system that combines the two approaches
4. To compare and analyze all the three strategies

1.2 Organization of this Thesis

Chapter 2 covers the literature review of this work and discusses the work of others in this field. Chapter 3 explains the design and implementation of the news recommender system. Chapter 4 describes the experiments we run on our modules and discusses the results and analysis of the experiments conducted. Finally, Chapter 5 summarizes the thesis and also talks about the future work.
2. LITERATURE REVIEW

2.1 Recommender Systems

In this section, we discuss previous research on recommender systems. Recommender systems are widely used to help readers filter through an ever-growing flood of information. Basically, recommender systems implement an information filtering method to select items from a stream of information that the users that are likely to find interesting. Recommender systems collect data from the users explicitly or implicitly and, based on the collected information, create user profiles. The user profiles are then used to generate recommendations. With explicit information collection, the user typically rates items in addition to his regular tasks. For example, in addition to purchasing an item, the user is asked to rate it with one or more stars. However, with implicit information collection, the recommender system monitors the user’s behavior with items during their normal activities. No extra user effort is required. However, the system must infer the user’s preferences from their actions.

Recommender systems have been considered as a remedy to overcome the information explosion problem and a lot of research effort has been focused on developing highly reliable recommendation techniques. Traditional recommender systems are classified based on what information they use and on how they use that information [11]. Recommender systems are usually classified into three categories, based on how the recommendations are made [12].

- Content-based recommender systems: These recommender systems recommend an item to the user similar to the ones the user preferred in the past. In other words, the system
basically compares the contents of candidate items to the contents of the items the user has shown interest in the past.

- Collaborative recommender systems: These systems recommend an item to the user based on the people with similar tastes and preferences have liked in the past. These systems basically determine similarity based on collective user-item interactions rather than on any specific items contents. These systems are widely used and are generally used to recommend books, movies, music etc. They have the advantage that they can recommend items for which little or no semantic information is available (music, movies, products).

- Hybrid recommender systems: These systems combine both the collaborative and content-based recommendation techniques in order to improve the accuracy of the recommendation.

The information gathered from either content-based or collaborative filtering approaches can be used for either memory-based or model-based algorithms. Memory-based systems calculate recommendations on-the-go based on the previous user behavior. On the other hand, model-based systems are developed using data mining and machine learning algorithms to find patterns based on training data [13]. These systems incorporate algorithms such as Bayesian networks, clustering models, and semantic models to make predictions for real data from the training model to make recommendations. Memory-based systems are easy to implement, work well in real-time, and new data can be added easily and incrementally. However, this technique can become computationally expensive and the performance is affected when data is either
sparse or dense. Also these systems are dependent on human ratings and have limited scalability for large datasets.

Model-based systems better address the sparsity, scalability, and other problems faced by memory-based systems. These systems not only improve the prediction performance but also give and intuitive rationale for recommendations. Model-based systems have a more holistic goal to uncover latent factors that explain observed ratings [14]. However, the downsides of the model-based systems are expensive model-building and loss of useful information caused by dimensionality reduction techniques. Some applications implement a hybrid model that fuses both these models to overcome the limitations such as sparsity and loss of information. The goal of these hybrid systems is to improve the prediction performance and to overcome the limitations faced by the model-based and memory-based approaches. However, these systems have increased complexity and are expensive to implement [15].

Our recommender system, implements both content-based and collaborative filtering methods with both memory-based and model-based attributes. Sections 2.1.1 and 2.1.2 discusses the content-based and collaborative recommender systems respectively and section 2.2 discusses the different types of news recommender systems.
2.1.1 Content-Based Recommender Systems

In this section, we explore some of the applications that use content-based recommender systems. Content-based recommender systems are based on information about and attributes of the items that are going to be recommended. In other words, these systems recommend items that are similar to those items in which the user has shown interest in the past. The items are recommended based on the comparison between the item contents and user interests. These recommender systems are used in various domains such as web sites, web blogs, restaurants, news articles etc. The user profile is built based on his interests and this profile indicates the type of items that the user likes. Several techniques have been implemented to identify the items matching the user profile to make recommendations.

Most traditional content-based recommender systems depend on the content of the items themselves. The keywords associated with the items are used to match against the user profile to make recommendations. Hence, this approach only works for those applications whose items have contents in the form of text. Recommendations are done based on the comparison between the contents of the items and the keywords associated with the user profile that indicate his interests.

Content-based recommenders primarily use a weighting mechanism to rank the items by assigning weights to the keywords and to differentiate between the items. The keywords are extracted from the contents of the items that the user has shown interest in the past. These keywords form the basis for the user profile. If a user likes an item, the weights of the terms extracted from the item’s content are updated to the weights of the corresponding terms in the
user profile. The items recommended in the future are primarily based on the user profile. There are several methods to calculate the weights of the keywords in the content. The most commonly used method is the TF-IDF (Term Frequency – Inverse Document Frequency) method.

Term frequency (tf) is defined as frequency that a word appears in a document divided by the number of words in the same document.

\[
\text{tf}_{i,j} = \frac{n_{i,j}}{\sum_k n_{k,j}}
\]

**Figure 1: Term Frequency (tf)**

Where \( n_{i,j} \) is the number of occurrences of the considered term \( t_i \) in document \( d_j \), and the denominator is the sum of number of occurrences of all terms in document \( d_j \).

The inverse document frequency (idf) is obtained by taking the logarithm of the value obtained by dividing the number of documents in the collection with the number of documents in which a term \( t_i \) was found.

\[
\text{idf}_i = \log \frac{|D|}{|\{d : t_i \in d\}|}
\]

**Figure 2: Inverse Document Frequency (idf)**
where,

\[ |D| : \text{Total number of documents in the collection.} \]

\[ |\{d : t_i \in d\}| : \text{Number of documents where the term } t_i \text{ appears.} \]

Then, the weight of a term “\( i \)” in document “\( j \)” is calculated as follows:

\[ wt_{i,j} = tf_{i,j} \times idf_j \]

Examples of the earliest traditional content-based recommender systems include [17], [18] and [19]. In [17], Ken Lang implemented a Netnews filtering system, “Newsweeder”, that addresses the user profile building problem by letting the user rates his or her interest level for each article being read. The goal of an information filtering system is to sort through large volumes of information and present to the user those documents that are likely to satisfy his or her information requirement. Ken Lang used two approaches TF-IDF and MDL (Minimum Description Length) for information filtering. Two metrics were used to evaluate the performance. One metric was precision that calculated the ratio of relevant documents retrieved to all documents retrieved. The other was the confusion matrix of error generated by text in which the column of the matrix represents the instances in a predicted class, while each row represents the instances in an actual class. He found that MDL approach outperformed the traditional TF-IDF approach.

[18] and [19] conducted similar work by developing intelligent information agents InformationFinder, that recommended information such as news, bulletin boards, databases etc, and Syskill & Webert, that recommended movies, respectively. These intelligent agents
incorporate traditional content-based filtering approaches to make recommendations. These agents recommend items that match the contents of the user profiles. The user profile is built based on the user’s interest and preferences in the past through explicit rankings, and this profile forms the basis for these agents to find items that are interesting to the user.

Mooney and Roy [16] developed a next-generation content-based recommender system that utilizes information extraction and a machine-learning algorithm for text categorization. Their prototype system, LIBRA (Learning Intelligent Book Recommending Agent), uses a database of book information extracted from web pages at Amazon.com. They performed a subject search on the Amazon website to obtain a list of book-description URLs that are published on subjects of broad interests. LIBRA then downloads each of these pages and uses a simple pattern-based information-extraction system to extract all the information pertaining to the book such as author, title, publications, related authors etc. Pre-processing is performed on the information gathered for the removal of stop-words and formatting to obtain unique tokens. The content associated with the synopses, published reviews and customer comments were clustered into a single attribute called description.

The system was trained by querying on specific authors and titles to retrieve relevant books. The books retrieved were presented to the users who were asked to rate their interest in the book. These user-book ratings form the explicit input on which to build the user profile. The system then learns a profile of the user using a Bayesian learning algorithm and produces a ranked list of the most recommended additional titles from the system’s catalog. Next, the classifier was used to predict the user rankings for the remaining books. Finally, the top-scoring
books were recommended to the user. Also, the system adapts to the changing interests of the user and produces new recommendations based on the information collected from the user.

LIBRA was evaluated on several data sets. Experiments were conducted on the book recommendations and the books were rated by two different users. The performance of the system was analyzed using a 10-fold validation experiment for varying number of training documents. The results indicated that the top recommendations by LIBRA were found interesting to the users when compared to randomly selected documents. The results also implied that performance was still high despite considering very few training examples.

In more recent work, Chang et al [20] proposed a content-based recommender system to recommend tags that can be applied to web pages with or without prior tag information. Each web page was represented using two vectors. One is a tag vector that represents the prior tag information of the web page and the other is a term vector that represents the keywords in a webpage. The cosine similarity is calculated between the tag vector and term vector for all the web pages. The cosine similarity is also calculated between the tag vector for each web page and the term vectors of all the web pages. Finally, the similarity between all pairs of web pages is figured as a weighted sum four cosine similarity values calculated for each possible pair of vectors (tag-tag, tag-term, term-tag, and term-term). For each web page, the tags associated to the most similar web pages are considered for recommendation to the user.

They used a tag/term significance measure that is analogous to the TF-IDF measure for the purpose of evaluation. With the help of this measure, the terms that appear in fewer
documents are assigned with a higher weight in order to differentiate between the web pages. The propagation weight for each tag is calculated as it depends on its weight in the original webpage and the similarity between the sending and the receiving web pages. For the purpose of their study, they crawled over a million URLs and all the tags from Bookmarks on the delicious.com home page. The results of an experiment conducted for 31 web pages indicated that 69.45% of the tags recommended by their algorithm were relevant to the users.

In [21], Clark et al present Engene, a web-based recommender system similar to Chang’s work that incorporates a genetic algorithm-based classifier with TF-IDF weights to calculate the term weights in order recommend web pages to users. In this system, user profiles were built on implicit information.

### 2.1.2 Collaborative Recommender Systems

Collaborative recommender systems are the best known and most widely used recommenders. Examples of organizations that use collaborative recommender systems are Amazon, YouTube, and Reddit. A profile is created for each user (item) according to the similarity of other users (item) in the system. According to the profiles, collaborative filtering recommender systems recommend items to target users according to the preferences of their similar users. There are two major types of algorithms for collaborative filtering: user-based and the item-based. User-based algorithms find out the most similar neighbor users to a target user based on the similarity of ratings. The products having the highest ratings from the neighbors are recommended to the target user [24]. Essentially, if the target user and the neighbor both like
some items in common, then the target user is likely to like other items that their neighbor has liked that the target user has not yet purchased and/or rated.

For item-based algorithms, when user is interested in an item, similar items are also recommended to the user [22, 23]. Item similarity is based on items that are commonly purchased/liked together. If, in the past, people who like Star Wars also like Lord of the Rings, then a new user who has watched Star Wars should have Lord of the Rings recommended to them.

Traditional collaborative recommender systems incorporate similar steps in order to make recommendations to the user. First, the user-item ratings information is collected. Each user is provided with a collection of items for him to rate according to his interests. Each user is represented by item-rating pairs, which contains the ratings provided by the user to several items. Next, vectors are created that represent users or items and a similarity measure is chosen. There are several possible measures to calculate the similarity between two vectors. Pearson correlation, cosine vector similarity, mean-squared difference and Spearman correlation are some of the popularly used metrics to measure the similarity between two vectors. Then, the next task is to identify the neighbors who will serve as recommenders. There are two techniques to identify the neighbors selected to make recommendations. With threshold-based selection, vectors whose similarity exceeds a certain threshold value are considered as neighbors of the target user. In contrast, with the top-n technique, the n-closest neighbors are selected for a given value of n. Finally, predictions are produced by calculating the weighted average of the neighbors’ ratings, weighted by their similarity to the target user.
Similar to content-based algorithms, collaborative filtering algorithms can be classified into two main categories, memory-based collaborative filtering algorithms and model-based collaborative filtering algorithms. Both these filtering algorithms have the same advantages and disadvantages as discussed in the earlier section.

Examples for the earliest traditional collaborative recommender systems include [25] and [26]. [25] developed GroupLens that recommended news articles to users based on user similarity. [26] developed the Bellcore Video recommender systems that recommended videos to users based on user similarity. Although successful first approaches, these traditional collaborative recommender systems often face challenges such as sparsity, scalability, and cold-start. Sparse data can be a problem because if you have a few thousand users but several million items, there may not be any users who have purchased the same items as a target user. Scalability is an issue because there may be millions of items and/or users and millions of transactions a day. Running machine learning algorithms may be intractable, leading to a need to reduce features and/or entities in the algorithm. Finally, the cold start problem is the most difficult. Initially, the system may have no rating data at all with which to begin. If it cannot make recommendations without rating data, and it cannot get rating data without a lot of involved users. How can you convince users to rate information if those ratings do not result in good recommendations?
To overcome the above mentioned problems, SongJie Gong [27] developed a collaborative recommender system based on user clustering and item clustering. Users are clustered based on their ratings on several items and each user’s cluster is associated with a cluster center. Based on the similarity between a target user and the cluster centroids, the nearest neighbors of target user can be found to make recommendations and predictions where necessary. By clustering users and items, data can be aggregated across users or items, alleviating the sparse data problem and leading to greater accuracy. By comparing users to clusters rather than all other users, this approach is more scalable than the traditional collaborative recommendation.

The approach proposed by Gong is explained in detailed below. First, users are clustered into groups using the K-means algorithm. The data sparsity problem faced by other collaborative recommender systems is overcome by the explicit use of the item clusters as prediction mechanisms. Based on the results from item clustering technique, predictions strategies are applied to the vacant data. Next, item clustering is implemented to identify the items with similar user ratings. The items are clustered in a manner similar to the user clustering technique. Next, the cluster centers and the neighbors are identified. From all these information gathered, the weighted average of the neighbors’ ratings is calculated, weighted by their similarity to the target item to produce recommendation to the users.

Gong formed a dataset from enough users to obtain 100,000 ratings from 1000 users on 1680 movies with every user having at least 20 ratings. The ratings are on a numeric five-point scale with 1 and 2 representing negative ratings, 4 and 5 representing positive ratings, and 3
indicating ambivalence. Several metrics such as the mean absolute error, root mean square error and correlations between ratings and predictions are used for the purpose of evaluation and to deduce conclusions. The results clearly indicate that the proposed algorithm outperforms traditional collaborative recommendation algorithms.

In [28], Yang et al proposed a ranking-oriented approach to collaborative filtering technique similar to Gong’s work that addresses the item ranking problem directly by modeling user interests inferred from the ratings. The similarity between the users is measured based on the correlation between their rankings of the items rather than rating values. They present new collaborative filtering techniques for ranking items based on the interests of similar users. They presented a ranking-oriented technique to collaborative filtering that directly deals with the item ranking problem without considering the predictions for ratings.

2.2 News Recommender Systems

News recommender systems are widely used and are a promising research direction. With so many information sources, the Internet provides fast access to the millions of news articles around the globe. However, users need recommendations to help them find the most interesting articles from this flood of information.

News recommender systems can be broadly classified into two types based on the type of recommendations made to the user. Some recommender systems take advantage of online social
networking sites to provide interesting news articles to the user. Such recommendations are called popularity-based news recommendations since the articles are ranked based on their popularity identified from the social networking websites. Other recommender systems recommend interesting news articles to the user solely based on user interests. Such recommendations are called profile based news recommendations since they rank the news articles based on the user’s interests. The following two sections explore the applications based on the popularity based recommendation and profile based recommendation techniques.

2.2.1 Popularity Based News Recommender Systems

News recommender systems are widely used to help readers filter through an ever-growing flood of information. Many researchers focus on using real-time social networking sites such as Facebook, Google Plus, and Twitter to identify the most popular and most current news stories. Many news recommender systems make use of activity on micro-blogging services, such as Twitter, to identify news items that generate a lot of interest. Often, news stories break on informal micro-blogs before they appear on the traditional news service websites. Because they are instant, and widely available, they provide a massive source of information on current events. However, because they are unmoderated, the quality of the information is variable. Alan et al. discuss a method to determine which Twitter users are posting reliable information and which posts are interesting [2]. They identified future events based on the tweets from reliable Twitter users with the help of tense identification of their tweets.
Micro-blog posts can also be used as a way of identifying the popularity of certain events. Smyth et al. represent users and items based on micro-blogging review of movies and used this technique with various movie recommendation strategies on live-user data [1]. Their strategies combine the frequency of the tweets about a given movie with analysis of the tweets to identify positive and negative reactions.

Phelan et al. focus on using micro-blogging activity to recommend news stories [7]. Their recommender system, Buzzer, is applied to RSS feeds to which the users have subscribed. Buzzer mines the content terms from RSS and Twitter feeds and uses them to rank articles. Buzzer recommends news stories based on three different retrieval strategies namely, *Public-Rank*, for mining tweets from Twitter’s public timeline, *Friend’s-Rank*, for mining tweets from people the user follows and, *Content-Rank*, for ranking articles based on term frequency alone and scoring the articles based on the frequency of occurrence of the top RSS terms. It matches the mined terms with the index of RSS items. The overall score of each article is calculated by accumulating the TF-IDF (term frequency - inverse document frequency) scores across all the terms related within each article. They used two new recommendation strategies where the tweets are mined from Twitter’s public timeline and from people the user follows and these mined terms are matched with the RSS terms that are gathered from all users’ subscriptions in the Buzzer community. Also each user is allowed to sign up to a daily digest of email stories to store each user’s response. In [8, 9], they extended their work by considering two additional strategies. They considered the public-rank and the friend’s-rank strategy over all the news articles in the Buzzer system rather than just considering the articles from the users’ index.
A user trial was conducted on 35 active Buzzer users for over a month. During this period, they collected a total of 56 million tweets from the public timeline and 537,307 tweets from the social graphs of the 35 registered Buzzer users. They observed the user click behavior for all the strategies. The results indicated that the public-rank and friend’s-rank strategy outperformed the other strategies and is considered better when compared to the traditional keyword (TF-IDF) based strategy.

### 2.2.2 Profile-Based News Recommender Systems

Profile based, or personalized, news recommender systems recommend articles to the user based solely on his/her interests. A user profile is built based on the preferences or interests of the user. In one of the earliest news recommendation systems, Pazzani et al. used, News Dude, a personal news recommending agent that uses TF-IDF in combination with Nearest Neighbor algorithm in order to recommend news stories to users [4]. They built their user profile implicitly and divided the user interests into short-term interests and long-term interests. They developed a hybrid user model that considers both long-term and short-term interests and found out that this model outperformed the models that consider either of these interests.

Similarly, Michael et al [3] describe a content-based recommendation system that recommends a story to a user based upon a description of the item and a profile of user’s interests. More recently, Cantador et al. present a system, News@Hand, that has similar goals but which incorporates semantic web technologies [6] News@Hand uses semantic annotation
based on ontologies to group news items and then recommends news stories to users that match their semantically-based profile.

Wouter et al. described ontology based methods to recommend news articles to the users depending on their interests [5]. The user profile is based on the news articles browsed recently and the ontology is provided by, *Athena*, a framework built for news personalization service which is an extension of their framework, *Hermes*, mentioned in their earlier work [29]. The ontology is developed to store the concepts and their relations to the news items. *Athena* uses the traditional keyword-based recommendation technique along with the semantic-based recommendation algorithms to compare the unread news articles with the user profile. The news items that most match with the user profile are recommended to the user.

The semantic-based recommendation algorithms consider the concepts and the semantics of the text to determine the relation between various keywords. Various techniques are used to identify the semantic relatedness between the keywords in the articles and explained in detail below. The first technique is a simple mechanism called concept equivalence. The user profile is considered as a set of concepts based on the interests of the user. The news article is also considered as a set of concepts pertaining to the domain of the article. For a new article, the interestingness of the articles is calculated by the intersection of the above two sets. The other techniques binary cosine and the Jaccard similarity coefficient compute the cardinality of intersection of above two sets relative to the cross product and union of the above two sets respectively. The semantic relatedness of two keywords is calculated by creating a vector that represents the keywords and calculating the cosine similarity between the two vectors. The
advantage of this approach over the other three techniques is that it takes the related concepts of a concept into account that occurs in a text.

For the evaluation of this approach, Wouter et al. considered 5 users with different news interests and each user is provided with 300 different news articles and is asked to rate all the articles by skimming through the summaries. The articles rated by the user are divided randomly into two sets, training set and validation set. The training set is used to create the user profile. The validation set is used to determine the similarity of the news article to the user profile. To determine the performance of this system, measures like accuracy, precision, recall and specificity are used. The results indicate that the semantic-based news recommender performs better than the traditional recommender systems based on TF-IDF.

Our news recommender system incorporates both the strategies explained above, popularity and profiles, to present a novel hybrid approach to recommend interesting news articles to the user.
3. APPROACH

In this section, we present an overview of our hybrid news recommendation system. Section 3.1 shows a schematic view of the system architecture and provides an overview of the overall system. Sections 3.2 - 3.4 describe each component in more detail. Our basic approach is to recommend interesting news articles to the user based on a combination of his past interests and stories that are currently of broad interest. The user’s past interests are captured in his user profile and the community as a whole's broad interest is captured from tweets collected from Twitter’s public timeline.

The first step in the process is to collect a set of news stories to serve as the source of the recommendations. We collect RSS articles from online news sources and then index them using an open source tool called SOLR. We also collect tweets from Twitter and, using the tweets as queries against the index, to identify the stories most closely related to the tweets. By accumulating the number of tweets related to a given news story, we can identify the "hottest" or most popular news stories.

In this version of the system, the RSS news stories are collected from a news site that has the stories associated with high level categories, e.g., Sports, Business, Politics, etc. Thus, for every story in our collection, we know at least one topic with which is it associated. We automatically categorize the stories to identify further topics that are related to each story. The users build their profiles by explicitly identifying the topics in which they are most interested. By matching the profile topics to news story topics, we can identify the news stories that best match the user's profile.
Finally, our intuition is that users most want to see news stories related to topics in their profile that are also creating a buzz on the blogosphere. Thus, our hybrid system recommends news stories that are a combination of the previous two systems. In other words, users are shown hot stories related to their favorite topics.

3.1 High Level Design

Figure 1 shows an architectural diagram of our Hybrid News Recommender system.

![Diagram of Hybrid News Recommender System]

**Figure 3: Overall Architecture of the Hybrid Recommender System**
The system consists of three modules:

1. Popularity-Based News Recommender
2. Profile-Based News Recommender
3. Hybrid News Recommender

Each module implements a different approach to selecting the news articles to recommend to the user. The first module selects news articles based on the popularity of the article. The popularity of the article is identified with the help of a micro-blogging service such as Twitter. Tweets are collected from the Twitter’s public timeline and analyzed to identify the stories about which users from around the world are tweeting. These tweets from the public timeline are compared to news articles based on the co-occurring terms in the tweets and the articles. Articles that are mentioned frequently in the tweets are considered "hot" or popular. This recommender module ranks the articles based on their overall popularity.

The second module ranks the news articles based their similarity to a user's profile. In this work, the user builds their profile by explicitly providing input about their level of interest in each of 7 different news categories. Incoming news articles are automatically classified into the same set of categories using a k nearest neighbors text classifier [31]. The news articles are then ranked based on the similarity between the categories in the user's profile and the categories to which the article belongs.

The third module fuses the results from the above two modules to recommend news articles to the user. The articles are ranked based on a combination of their popularity ranking and the similarity to the user's profile. In contrast to the first module that recommends "hot"
articles that are of interest to the world at large and the second module that recommends articles related to the user's profile regardless of their popularity, this module recommends “hot” articles to that are relevant to topics interesting to the user.

3.2 Popularity-Based News Recommendations

Figure 2 shows an architectural diagram of the Popularity Based News Recommender system.

Figure 4: Architecture of the Popularity-Based Recommender System
First, the RSS articles are collected from a news source such as CNN, BBC, or Wiki etc. and stored in the file system. These websites organize their stories by category, e.g., Sports, Business, Politics, Entertainment etc. The file system stores all the articles organized into folders based on the category to which they belong. The article collection contains 280 different articles collected from 7 different categories (Sports, Crime, Business, Politics, Tech, Health and Entertainment). This data set is depicted by the Article Collection object in Figure 1. The RSS articles are first pre-processed before they are indexed. The Article Processor is responsible for processing the articles by removing unnecessary content (html tags, numbers, etc.) and preserving the textual content.

The pre-processed articles are then indexed by SOLR, an open source enterprise search platform from the Apache Lucene project [30]. The major features provided by SOLR include powerful full-text search, hit highlighting, faceted search, dynamic clustering, database integration, rich document handling, and geospatial search. SOLR uses the Lucene Java search library at its core for indexing and search, and it has several APIs that make it flexible to use from any programming language. SOLR is comprised of three main components, an indexer, a Lucene index and a server. The indexer is responsible for collecting all the pre-processed articles from the Article Collection and creating a Lucene index over them. The Lucene index is a file-based inverted file that supports fast lookup by document content. The SOLR Apache server works on top of this Lucene index developed by the indexer. Any requests must be made to the server which outputs results based on the underlying index. All the queries are submitted to the
server which outputs the documents based on the index. Figure 3 diagrams the SOLR architecture.

![Figure 5: SOLR Architecture](image)

In order to identify which news stories are most popular, we also collect data from the Twitter micro-blogging site. These tweets are collected from the Twitter’s public timeline by the Tweet Collector that forms a request to Twitter’s streaming API. The collected tweets are stored in the Tweet Collection in JSON format. The Tweet Processor is responsible for parsing the Tweet Collection by eliminating the unwanted noise and preserving the tweet content. These processed tweets from the collection are passed as queries to the Apache SOLR server. Each parsed tweet is queried against the server to retrieve the articles corresponding to the tweet content. The server retrieves the articles associated with the tweet content along with a weight that indicates the similarity between the query (tweet) and the article. These articles are sorted
based on their weights accumulated across all the tweets. Thus, the news articles are ranked based on their popularity.

\[
\text{Popularity Weight} = \text{Tweet Vector} \cdot \text{Article Vector}
\]

**Figure 6: Popularity Weight**

Consider the following example of 5 news articles and 3 tweets. The methodology on how the articles are ranked to present user with the popular articles is explained in detail below. For the purpose of understanding this example consider the all the tweets and the news articles pertaining to a single category, sports. The news articles are depicted by numbers ranging from 100 to 104 and the tweets are considered as t1, t2 and t3. The news articles are indexed with the help of Solr lucene indexer and tweets are queried against this index. The following table shows the articles and the tweets queried along with the weights of the retrieved articles.
Table 1: Article vs Tweets

<table>
<thead>
<tr>
<th>Article/Tweet</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>Total Wt</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.7</td>
<td>0.9</td>
<td></td>
<td>1.6</td>
</tr>
<tr>
<td>101</td>
<td></td>
<td>0.4</td>
<td></td>
<td>0.4</td>
</tr>
<tr>
<td>102</td>
<td>0.6</td>
<td>0.3</td>
<td>0.5</td>
<td>1.4</td>
</tr>
<tr>
<td>103</td>
<td>0.5</td>
<td>0.2</td>
<td></td>
<td>0.7</td>
</tr>
<tr>
<td>104</td>
<td></td>
<td>0.1</td>
<td></td>
<td>0.1</td>
</tr>
</tbody>
</table>

The blank fields in the above table indicate that the particular document is not retrieved for the corresponding query. The total weight indicated in the fourth column is the aggregate weight for all the tweets and is known as the popularity weight. The following table shows the sorted order (left to right) of the documents that is displayed to the user.

Table 2: Recommended Stories by the Popularity-Based Recommender

| Popular Articles | 100 | 102 | 103 | 101 | 104 |
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3.3 Profile-Based News Recommendations

In this section, we describe the profile-based news recommender system. This system is comprised of four components and each component is explained in detail in the following paragraphs. Figure 3 shows the architectural diagram of the Profile-Based News Recommender system.

![Figure 7: Architecture of the Profile-Based Recommender System](image)

The profile-based recommender system uses the same article collection as the popularity-based recommender system. Although articles are placed in only one category by the website editor, they may actually partially belong to more than one category. To allow for this, each article is classified into all 7 potential categories using a k-nearest neighbor classifier, the classification module of the KeyConcept project. This tool classifies the articles to categories based on the article's similarity to training documents for each category. The k-nearest neighbors
classification approach identifies the k most similar training documents to the article then uses those similarity scores as votes for the category to which the training documents belong. The similarity of the article to each category is thus the sum of the scores of the article's similarity to the training documents in that category that fall in the top k most similar documents overall. The categories are then sorted by their accumulated scores. In this module, we store the top 3 most similar categories (and their similarity scores) for use in profile matching.

In order to do fast lookup by category, we build an inverted index that allows us to quickly located documents that belong to a particular category. Just as SOLR can be used to build a Lucene index that maps from keywords to document ids and weights, SOLR can again be used to build a second Lucene index that maps from category ids to document ids and weights. This inverted index stores the news articles based on the category to which they belong rather than the keywords in the article.

Next, for each user creates a profile based on his interests in various categories. Each user is provided with an interface to create his own profile by manually scoring the categories. The following figure shows the interface that prompts the user to develop his profile.
Finally, the user profile is used to identify documents that best match their profile. The profiles and the articles can be viewed as feature vectors where each category is a feature. The similarity of each article to the user's profile is calculated using the cosine similarity measure between the user's profile and each article. This simplifies down to doing a dot product between the two feature vectors.
To implement this, we simply query the category-based Lucene index for each non-zero category in the user's profile with the category id and category weight. Lucene accumulates the scores for each article (multiplied by the category weight) and returns a list of the best-matching articles, sorted by weight.

Consider an example similar to the one considered in the previous section with five news articles. These news articles are classified with the help of KeyConcept and the following table depicts the articles (labeled 11-15) with their associated category and weight. All the articles are classified into three categories and each article is associated with a different category weight based on its relevance to its corresponding cluster. The following table depicts the news articles along with their score given by the KeyConcept classifier.
Consider a user who is solely interested in the sports category and hence he rates the sports category to ten. All the articles in the above table corresponding to sports category are multiplied with the user's rating. As the user is only interested in sports all the articles associated with sports are considered and their category weights are multiplied by the user's score for that category. This weight is known as the personalized weight. All the articles in the above table are updated and sorted with the user's score on the category and displayed in the table below.

Table 3: Articles and their Category Weights

<table>
<thead>
<tr>
<th>Category/Article</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sports</td>
<td>0.7</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crime</td>
<td>0.4</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business</td>
<td>0.4</td>
<td>0.2</td>
<td>0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Politics</td>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tech</td>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Health</td>
<td>0.5</td>
<td></td>
<td></td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Entertainment</td>
<td>0.2</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Articles and their Personalized Weights

<table>
<thead>
<tr>
<th>Articles</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalized Wt</td>
<td></td>
<td>7</td>
<td></td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>
The articles displayed in the following table are presented to the user. These articles are personalized to the user based on his interests.

**Table 5: Recommended stories by the Profile-Based Recommender**

| Personalized Articles | 11  | 13  | 12  | 14  | 15  |

Thus, this module recommends news articles based on how well they match the user's profile. This module does not take any popularity into account. It merely ranks articles based on how well the categories and weights associated with an article match the categories and weights provided by the user's profile.

### 3.4 Hybrid News Recommendations

This section explains hybrid model that recommends articles to the user based on a combination of by the article’s popularity and its match to the user's profile. Essentially, this module combines the scores provided by each of the previous two modules to produce a recommendation that combines the article's match to the user's interests with the articles popularity to users everywhere.

This module calculates a Hotness Weight by multiplying the Popularity Weight by the Personalized Weight.
Figure 10: Hotness Weight

Consider the two examples described in the above two sections for calculating the popularity weight and personalized weight. The following table depicts all the 5 news articles with their corresponding normalized popularity weight and personalized weight.

Table 6: Popularity and Personalized weights of the Articles

<table>
<thead>
<tr>
<th>Articles</th>
<th>Popularity Wt</th>
<th>Personalized wt</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1</td>
<td>0.42</td>
</tr>
<tr>
<td>101</td>
<td>0.25</td>
<td>0.71</td>
</tr>
<tr>
<td>102</td>
<td>0.875</td>
<td>0.28</td>
</tr>
<tr>
<td>103</td>
<td>0.4375</td>
<td>1</td>
</tr>
<tr>
<td>104</td>
<td>0.0625</td>
<td>0.57</td>
</tr>
</tbody>
</table>
The Hotness Weight for an article as depicted in the above formula is calculated by multiplying the articles popularity weight and the personalized weight. The following table shows the articles with their corresponding hotness weight.

**Table 7: Articles and their Hotness Weights**

<table>
<thead>
<tr>
<th>Articles</th>
<th>100</th>
<th>101</th>
<th>102</th>
<th>103</th>
<th>104</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotness Wt</td>
<td>0.42</td>
<td>0.177</td>
<td>0.245</td>
<td>0.4375</td>
<td>0.035</td>
</tr>
</tbody>
</table>

The following table shows the order in which the hot articles are presented to the user.

**Table 8: Stories Recommended by the Hybrid Recommender**

| Hot Articles | 103 | 100 | 102 | 101 | 104 |

The following table shows the order in which the articles are presented to the user for all the three approaches discussed above.
Table 9: Stories Recommended by three Strategies

<table>
<thead>
<tr>
<th>Popularity-Based Reco.</th>
<th>Profile-Based Reco.</th>
<th>Hybrid Reco.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>103</td>
<td>103</td>
</tr>
<tr>
<td>102</td>
<td>101</td>
<td>100</td>
</tr>
<tr>
<td>103</td>
<td>104</td>
<td>102</td>
</tr>
<tr>
<td>101</td>
<td>100</td>
<td>101</td>
</tr>
<tr>
<td>104</td>
<td>102</td>
<td>104</td>
</tr>
</tbody>
</table>

Thus, this module recommends popular articles that are in the user's areas of interest.
4. EVALUATION

This section describes the experiments that we have conducted on the modules described in Chapter 3 to compare the accuracy of the various recommender systems. In particular, we evaluated the accuracy of the recommendations based on popularity alone, the recommendations based on matching the user profile alone, and the hybrid recommendations that take into account both factors. All experiments were conducted on the same collection of news articles using the same set of 27 volunteer test subjects.

4.1 Experiment One: Evaluating the Accuracy of Matching Tweets to News Articles

In our popularity-based recommender, the popularity of the news articles is determined with the help of the tweets from the Twitter’s public timeline. A key component of that recommender is the ability to associate tweets from Twitter with news articles, thus being able to identify those articles being talked about the most on the blogosphere. The goal of this experiment is to determine whether or not we can accurately match a tweet with a related news article so that we can build our popularity-based recommender around that tweet/news article matching component.

The datasets for this experiment are a collection of over 100,000 tweets from the Twitter’s public timeline and a set of 288 RSS news articles from the websites of CNN and the New York Times collected on the same day.
The tweets were obtained by requesting the Twitter’s Streaming API that returns the most recent tweets from the public timeline. The Streaming API returns the tweets in JSON format that is processed to obtain the actual tweet content. Figure 4.1 shows the JSON format.

```
{
  "in_reply_to_status_id_str":null,
  "text": "RT @daVirgoJB: #thestruggle college life",
  "favorited":false,
  "in_reply_to_user_id_str":null,
  "geo":null,
  "in_reply_to_status_id":null,
  "source":"web",
  "in_reply_to_screen_name":null,
  "truncated":false,
  "entities":
  {
    "user_mentions": [
      {
        "indices": [3,13],
        "name": "Ms. McLovin",
        "screen_name": "daVirgoJB",
        "id": 113486861,
        "id_str": "113486861"
      }
    ],
    "hashtags": [
      {
        "text": "thestruggle",
        "indices": [15,27]
      }
    ],
    "urls": []
  },
  "id": 190148436308398080,
  "id_str": "190148436308398080",
  "contributors":null
}
```

**Figure 11: JSON format for a tweet**

This experiment is conducted over 102,224 tweets from the public timeline and 280 RSS news articles from the CNN website (http://www.cnn.com/services/rss/) and New York Times
website (http://www.nytimes.com/services/xml/rss/index.html). These news sources categorize their news articles into 18 top level categories. We selected seven categories common on the two sites as the source of articles for this study. A collection 280 articles, 40 per category, were downloaded to form the news article dataset. Both the tweet and new article datasets were obtained on the same day, 18th March 2013.

First, a Lucene index was created to provide searching over the RSS news articles dataset with the help of an open source enterprise search platform from the Apache Lucene project. The following figure describes the statistics of the SOLR search platform indicating the number of documents that are indexed.

![Figure 12: SOLR Statistics](image-url)
Next, each tweet from the tweets dataset is sent as a query to the SOLR server to retrieve the documents and their weights associated with the corresponding tweet content. Our popularity-based recommender will accumulate the match weights between tweets and articles across a large collection of tweets to identify the most-discussed articles. Key to this is the accuracy of the tweet-article matching.

To evaluate the accuracy of the SOLR-provided tweet/article matches, we have selected 5 tweets from each of the seven news categories as test tweets (35 test tweets total). We randomly selected 5 tweets from the tweets database that were good matches for the categories in our news article database. Each test tweet was queried against the SOLR Apache server to retrieve the top matching news articles. For each tweet's result set, we examined the category associated with each of the top 5 articles. For each of those articles, we examined the category associated with the article and compared that article with the category associated with the tweet to judge the accuracy of our tweet/article matching module.

The results of our evaluation are shown in Table X and also Figure X. Overall, we have an 88% accuracy in the top 5 articles matched against a tweet. That is, 88% of the time, the articles retrieved in response to a given tweet match the category to which the tweet is related. Our best performance is with Sports related tweets (96%) and the worst is with Health (76%).
Table 10: Accuracy of tweet/category matching

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sports</td>
<td>96%</td>
</tr>
<tr>
<td>Crime</td>
<td>92%</td>
</tr>
<tr>
<td>Business</td>
<td>88%</td>
</tr>
<tr>
<td>Politics</td>
<td>88%</td>
</tr>
<tr>
<td>Tech</td>
<td>84%</td>
</tr>
<tr>
<td>Health</td>
<td>76%</td>
</tr>
<tr>
<td>Entertainment</td>
<td>96%</td>
</tr>
<tr>
<td>Overall</td>
<td>88%</td>
</tr>
</tbody>
</table>
4.2 Experiment Two: Evaluating the Recommender Systems

The datasets for this experiment are the same as in Experiment One, i.e., a collection of over 100,000 tweets from the Twitter's public timeline and a set of 288 RSS news articles from the websites of CNN and the New York Times collected on the same day. The news articles come from seven categories.
4.2.1 Popularity-Based Recommender System

As described in Section 3.2, we match all 100,000 tweets to our 288 news articles using SOLR. After all the tweets are processed, the documents are sorted by their total scores. The scores are normalized by dividing by the highest score of every article, yielding values in a range of 0.0 to 1.0. Finally, the top ten highest-scored documents are recommended to the user based on their popularity as measured by Twitter activity. Table 11 shows the top ranked documents and scores. Figure 13 shows the contents of the two most popular articles for 18\textsuperscript{th} March 2013.

Table 11: The top 10 most popular articles

<table>
<thead>
<tr>
<th>Document</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>131.html</td>
<td>1.000000</td>
</tr>
<tr>
<td>321.html</td>
<td>0.674333</td>
</tr>
<tr>
<td>120.html</td>
<td>0.609006</td>
</tr>
<tr>
<td>122.html</td>
<td>0.590006</td>
</tr>
<tr>
<td>609.html</td>
<td>0.579575</td>
</tr>
<tr>
<td>540.html</td>
<td>0.560575</td>
</tr>
<tr>
<td>521.html</td>
<td>0.518471</td>
</tr>
<tr>
<td>739.html</td>
<td>0.515005</td>
</tr>
<tr>
<td>439.html</td>
<td>0.504768</td>
</tr>
<tr>
<td>226.html</td>
<td>0.491905</td>
</tr>
</tbody>
</table>
Kentucky and Alabama Top N.I.T. Field

By THE ASSOCIATED PRESS
Published: March 18, 2013

This season, Kentucky is headlining another tournament.

The Wildcats, last season's national champions, will have to settle for trying to win the N.I.T.

The Wildcats are not the only Southeastern Conference team passed over by the N.C.A.A. tournament selection committee. Alabama and Tennessee also missed the cut — the first time in 39 years that the Wildcats, the Crimson Tide and the Volunteers were all left out of the N.C.A.A. tournament.

Kentucky (21-11) and Alabama (21-12) are No. 1 seeds in the N.I.T., along with Southern Mississippi and Virginia.

The Wildcats, who struggled to live up to lofty preseason expectations, went 2-4 in their final eight games without the freshman star Nerlens Noel, whose season ended early because of a knee injury. Kentucky, which played in the last two Final Fours under Coach John Calipari, became the 20th defending national champion to be left out of the

‘It’s One Mistake for Another Here’

By CHRISTINE HOPKINSON
Published: March 16, 2013

THE Senate committee report on the $6.2 billion loss at JPMorgan Chase offers a peephole into the minds of the traders as they realized their big complex bets were melting down.

The traders were able to hide losses for months by pricing their positions in a favorable way, but they soon discovered that their strategy wasn’t sustainable, according to the report, which contains e-mails, instant messages and transcripts of taped phone calls.

In one phone conversation with a colleague on March 15, 2012, Bruno Iksil, the trader who became known as the London Whale, got agitated, worrying that the portfolio had grown too large, making it difficult to contain losses:

“It’s getting idiotic. ... Now it’s worse than before ... there’s nothing that can be done, absolutely nothing that can be done, there’s no hope.”

Figure 14: The contents of the two most popular articles [32]
The top two articles are related to Sports (basketball) and Politics (Senate review of JP Morgan's losses), often the most active areas of discussion on Twitter.

### 4.2.2 Profile-Based Recommender System

In addition to the news article dataset used in the Experiment One, this recommender system also requires a set of user profiles. The tweets dataset is unused. We enlisted a set of 27 volunteers who manually created user profiles that summarized their interests in the seven categories related to our news article dataset (See Section 3.2). The volunteers were international graduate students from different universities in the US.

As described in Section 3.3, we first categorize each of our 288 news articles and create a Lucene index that stores the top 3 categories (and their similarity values) for each article. We then use SOLR to match user profiles to the news articles by treating profiles as queries. Once again, the scores are normalized by the score of the top-weighted document, yielding values in the range 0.0 to 1.0. The top ten highest scored documents are then recommended to the user as those best matching their interests.

To demonstrate the accuracy of the above-mentioned approach, we show the results for two different user profiles. Document ids starting with 1 belong to the Sports category and document ids starting 3 and 4 belong to Business and Politics, respectively. Figure 14 shows the results for a user interested only in Sports. You can see that all recommended articles belong to the category Sports, i.e., the document ids all begin with a 1.
Figure 15: Recommendations for a user interested only in Sports.

Figure 15, on the other hand, shows the results for a user interested in Business and Politics, equally. You can see that the recommended articles are a mixture of Business and Politics since the document ids begin with either 3 or 4.

Figure 16: Recommendations for a user interested in Business and Politics

4.2.3 Hybrid-Based Recommender System

As described in Section 3.4, the hybrid recommender system combines the news article weights produced by the two previous systems. The open question is: How much should each sub-system’s weights be counted in the final recommendations? For this we re-ranked the
articles presented by the profile-based recommender system with the help of the articles recommended by the popularity-based recommender.

4.2.4 Experimental Setup

Each of the 27 volunteer test subjects was presented with a web page on which enter weights for each of the seven categories. The users enter the weights such they sum to 10. These category/weight pairs form their user profile.

We then create 3 sets of results for each user, corresponding to all the three approaches. Each set contains the 15 highest weighted news articles for that approach. This could, theoretically, require the user to judge 45 different news articles. The lower bound for the number of unique articles, assuming that the popularity-based rankings and the profile-based rankings do not overlap, is 15. In actuality, the average number of unique articles judged by the users was around 35.

In order to avoid bias, we randomized the order of presentation of the news articles to the user. Thus, they did not know which system(s) recommended the news articles nor where the articles were ranked originally. Figure 16 shows a screenshot of the system used to collect the user feedback.
Figure 17: Screenshot of system used to collect user feedback

The user is asked to rate each and every article recommended as very interesting, interesting, or not interesting. Once the user finishes rating all the articles, information such as profile, the article’s strategy, rank, weight and the user’s rating are logged into a file.
Figure 18: Snapshot of a user’s response

Figure 17 shows a snapshot of one particular user’s response. S1 rank shows where the article was ranked by the profile-based recommender and S1 wt shows the normalized weight for this result. Similarly, the same information is available for each article returned by any system for S2 (the profile-based recommender) and S3 (the hybrid recommender).

The Rating column indicates how the user rated the article, i.e., 0 for not interesting, 1 for interesting, and 2 for very interesting. These responses are collected from all the 27 users and the results are analyzed and discussed in the following paragraphs.

There are several ways to analyze the results. We will present three different metrics: Average rank; Average rating; and Cumulative rating are discussed here for our case study. The
average rank of all the user responses spanning over the three different strategies is displayed in the following table followed by its corresponding graph.

Table 12: Average rank

<table>
<thead>
<tr>
<th></th>
<th>Not Relevant</th>
<th>Relevant</th>
<th>Very Relevant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popularity</td>
<td>57.24</td>
<td>69.07</td>
<td>58.39</td>
</tr>
<tr>
<td>Profile</td>
<td>74.66</td>
<td>62.50</td>
<td>60.45</td>
</tr>
<tr>
<td>Hybrid</td>
<td>55.44</td>
<td>53.03</td>
<td>43.22</td>
</tr>
</tbody>
</table>

From Table 12 shows the average rank of the 10 documents presented to the user by each strategy. For example, for documents judged by the users to be very relevant, the popularity system ranked those documents, on average, 58th; the profile-based system ranked very relevant documents 56th on average, and the hybrid system ranked them 39th. For very relevant documents, it is clear that the hybrid system does much better than the other two; those documents are ranked 17-19 spots higher than with the other two systems.
Figure 18 shows the same data graphically. As you can see, hybrid system, no average, ranks the documents a bit higher across all categories, not just documents in the desirable categories. This metric is thus not particularly useful. Changes in rankings of documents by the methods in the lower end (moving a non-relevant document from 80 to 100, for example) have no real effect on the user's experience. Since users only really look at the top 10 documents, we explore other metrics that better capture the important differences between the methods.

A better metric would be to examine the average user rating of the 10 documents presented by each method. The average rating for the three methods are:
As shown in Table X, the average rating fluctuates for all the three approaches. However, the average rating metric does not consider the rank order of the responses. Consider the following synthetic example that displays ratings of 5 articles by a user for two different systems.

**System 1**

<table>
<thead>
<tr>
<th>Article Rank</th>
<th>User Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

**System 2**

<table>
<thead>
<tr>
<th>Article Rank</th>
<th>User Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

**Figure 20: Synthetic user ratings**
In the above two tables, the average rating for both the responses is the same. However, because the most relevant articles (those rated a 2 by the user) are ranked higher by System 2, System 2 performs better than System 1. To take rank order into account, we employ a Cumulative Rating metric. The Cumulative Rating preserves the rank order of the article ratings. For the above example considered, a graph is plotted for the cumulative rating of the two strategies and displayed below.

![Cumulative Rating vs Rank](image)

**Figure 21: Cumulative rating vs Rank**

Table X shows the cumulative rating for all the three strategies. This same data is presented graphically in Figure Y
From the above results, we see that the profile-based strategy and the hybrid strategies consistently outperform the popularity-based strategy. Users are only interested in, well, things
they are interested in. Very popular articles outside their normal areas of interest are just not very relevant to them. We can also observe that the relevance of the highest ranked articles are essentially tied for the profile-based and hybrid algorithms. However, the articles ranked 5 - 10 by the hybrid system are more relevant than those ranked by the profile-based system alone.

Overall, the results show that the hybrid strategy recommends interesting articles to users and outperforms both the popularity-based and profile-based strategies when used on their own.
5. CONCLUSIONS

5.1 Summary

In this paper, we presented the design and implementation of a news recommender system that incorporates a novel approach to recommend interesting news articles to the user.

We implemented three different strategies to recommend news articles to the user that are interesting to read. The first strategy was to recommend the news articles based on their popularity as identified with the help of tweets from Twitter’s public timeline. The second strategy was to recommend the news articles based on their match to categories in the user’s profile. The third strategy is a hybrid approach that fuses the first two strategies to present a novel approach that recommends news articles to the user based on both the article’s popularity and similarity to the user’s profile.

In order to evaluate our approach, we ran several experiments to test the accuracy of the three strategies. We have compared each of the three strategies using several metrics based on the user’s feedback on the news articles recommended. To summarize our experimental results, the hybrid approach was 53% accurate in the top Y articles versus 44% for the popularity-based recommender and 51% for the profile-based recommender.
We draw the following conclusions from the results obtained from the experiments:

1. Our hybrid approach outperforms the popularity and profile-based recommendations. In other words, the news articles recommended by the hybrid approach are more relevant to the user as compared to the other two strategies.

2. The profile-based strategy provides slightly better recommendations as compared to the popularity-based strategy.

Thus, we demonstrated that our hybrid approach, identifying popular articles in areas of interest to the user, is more effective than either of the two approaches alone.

5.2 Future Work

The hybrid approach we implemented in this thesis can be improved in several ways to increase the precision of our news recommender system. We considered two different dimensions (popularity and profile) to implement the hybrid approach. The accuracy of our news recommender system can be improved by considering another dimension “location”, which could be implemented to recommend news articles to the user based on his location. Also, our users provided explicit feedback about the categories in which they were interested. The recommender system could be improved by implicitly inferring the users interests based on their reading habits. Finally, the experiments were conducted with only 27 users reading articles from seven categories. We should explore the effectiveness of our system on a wider range of news articles in order to improve or adapt our algorithms for greater scalability and applicability.
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