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Abstract

Graphene has the ability to provide for a technological revolution. First isolated and characterized in 2004, this material shows promise in the field of flexible electronics. The electronic properties of graphene can be tuned by controlling the shape of the membrane. Of particular interest in this endeavor are the thermal ripples in graphene membranes. Years of theoretical work by such luminaries as Lev Landau, Rudolf Peierls, David Mermin and Herbert Wagner have established that 2D crystals should not be thermodynamically stable. Experimental research on thin films has supported this finding. Yet graphene exists, and freestanding graphene films have been grown on large scales. It turns out that coupling between the bending and stretching phonons can stabilize the graphene in a flat, albeit rippled phase. These ripples have attracted much attention, and recent work has shown how to arrange these ripples in a variety of configurations.

In this thesis, I will present work done using a scanning tunneling microscope (STM) to interact with freestanding graphene membranes. First I will present STM images of freestanding graphene and show how these images show signs of distortion under the electrostatic influence of the STM tip. This electrostatic attraction between the STM tip and the graphene sample can be used to pull on the graphene sample. At the same time, by employing Joule heating in order to heat graphene using the tunneling current, and exploiting the negative coefficient of thermal expansion, a repulsive thermal load can be generated.

By repeatedly pulling on the graphene using the electrostatic potential, while sequentially increasing the setpoint current we can generate a thermal mirror buckling event. Slowly heating the graphene using the tunneling current, prepares a small convex region of graphene under the tip. By increasing thermal stress, as well as pulling using the out of plane electrostatic force, the graphene suddenly and irreversibly switches the sign of its curvature. This event is discovered using STM measurements and supplemented by molecular dynamics simulations.

Finally, I will show how to characterize this transition using the famed Ising model. The ripples are modeled as individual Ising spins, which at low temperature exhibit antiferromagnetic coupling. By heating the graphene membrane, the strain increases, changing the antiferromagnetic coupling to ferromagnetic coupling, which characterizes the irreversible transition from a soft, flexible state to a rigid configuration.
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Chapter 1

Introduction

Graphene, a 2D allotrope of carbon, was first isolated and characterized in 2004 in a series of papers by Novoselov et al. at the University of Manchester[1–3]. Due to its many amazing properties, the study of graphene has become very popular in recent years[4, 5].

Much of the initial excitement around graphene could be related to its technological promise. The charge carriers in graphene show very high mobilities[6–8], and have even displayed ballistic transport[9, 10]. It also has a record breaking thermal conductivity[11]. Graphene has potential in the fields of heterojunction solar cells[12] as well as fuel cells[13, 14]. Many groups have managed to produce graphene actuators[15] and resonators[16, 17]. Measurements of the breaking strength of graphene membranes have revealed it to among the strongest materials in the world[18].

In addition to its technological promise, graphene also provides a material in which researchers can conduct benchtop quantum electrodynamics experiments[4]. Graphene has a linear bandstructure, as first predicted by P.R. Wallace in 1947[19]. Thus, electrons in graphene behave as massless, chiral Dirac fermions[20, 21]. An implication of this is that graphene should have an anomalous quantum hall effect. This behavior was confirmed experimentally in 2005 by two teams of researchers[2, 22]. In addition, researchers have shown that the opacity of these atomically thin graphene films is determined by the fine structure constant[23].

In this chapter we will briefly review and derive some of the basic properties of graphene membranes.
1.1 Graphene: structure

Graphene consists of a single layer of carbon atoms arranged in a hexagonal lattice, as shown in Fig. 1.1. The carbon atoms each contribute four valence electrons. Three of these electrons are in $sp_2$ hybridized states that result in the $\sigma$ bonds binding the carbon atoms together. These $\sigma$ bands are responsible for the remarkable in-plane strength of graphene. The fourth electron is in the $2p_z$ orbital, which extends above and below the atomic plane. These electrons are delocalized, and form the $\pi$ band, which is responsible for most of graphene’s remarkable electronic properties.

Graphene has two carbon atoms in each unit cell, with each atom usually denoted as belonging to the A and B Bravais sublattices of graphene. We can characterize this structure using a particularly convenient choice of lattice vectors

$$a = \left( \pm \frac{3a}{2}, \frac{a\sqrt{3}}{2} \right)$$  \hspace{1cm} (1.1)$$

where $a = 1.42$ nm is the carbon-carbon bond distance. With this convention, we can write
down the nearest neighbor vectors as

\[ \delta_1 = \frac{a}{2} (1, \sqrt{3}) \]  
(1.2a)

\[ \delta_2 = \frac{a}{2} (1, -\sqrt{3}) \]  
(1.2b)

\[ \delta_3 = -a (1, 0) \]  
(1.2c)

From the lattice vectors given above, we can define a set of reciprocal lattice vectors using the relation \( a_i \cdot b_j = 2\pi \delta_{ij} \). The reciprocal lattice vectors are then given by

\[ b = \left( \pm \frac{4\pi}{3a}, \frac{4\pi}{a\sqrt{3}} \right) \]  
(1.3)

The Brillouin zone, calculated from the reciprocal lattice vectors given above, is shown in Fig. 1.1. The corners of the Brillouin zone are labeled as \( K \) and \( K' \), and have coordinates

\[ K = \frac{2\pi}{3a} \left( 1, \frac{\sqrt{3}}{3} \right) \]  
(1.4a)

\[ K' = \frac{2\pi}{3a} \left( 1, -\frac{\sqrt{3}}{3} \right) \]  
(1.4b)

1.1.1 Tight binding model

The band structure of graphene was first calculated by P.R. Wallace in 1947[19] using the tight binding model. Since graphene was not considered a realistic possibility, his calculation of the graphene bandstructure was obtained as an intermediate step towards calculating the bandstructure of a graphite crystal. In fact, a lot of theoretical work went into evaluating the theoretical bandstructure of graphene before 2004, as this was an important step towards evaluating the properties of such carbon allotropes as carbon nanotubes and buckyballs. Semenoff looked at the bandstructure of graphene in a 1984 paper that evaluated this system
in order to see quantum field theory results in reduced dimensions[20].

For graphene, we can define the creation operators, \( \hat{a} \) and \( \hat{b} \), where \( \hat{a} \) creates an electron on the A sublattice, and \( \hat{b} \) creates an electron on the B sublattice. Their Hermitian conjugates represent the annihilation field operators. Then, the tight binding Hamiltonian for graphene is given by

\[
H = -t \sum_{\langle i,j \rangle} \left( \hat{a}_i \hat{b}_j^\dagger + H.c. \right)
\]  

and choosing units such that \( \hbar = 1 \). The hopping parameter \( t \), is an energy characterizing the liklihood of the electron to “hop” from one atom to one of the nearest neighbor atoms.

In order to calculate the bandstructure, we can rewrite the creation operators in reciprocal space using a Fourier transform

\[
\hat{a}_i = \frac{1}{\sqrt{N}} \sum_k a(k) e^{i k \cdot R_i}
\]

Then, in reciprocal space, the tight binding Hamiltonian becomes

\[
H_k = \begin{pmatrix}
0 & \varepsilon(k) \\
\varepsilon^*(k) & 0
\end{pmatrix}
\]

where \( \varepsilon(k) = -t \left( e^{i k \cdot \delta_1} + e^{i k \cdot \delta_2} + e^{i k \cdot \delta_3} \right) \). The bandstructure can be found by evaluating the eigenvalues of the Hamiltonian.

\[
E_{\pm} = \pm |\varepsilon(k)| \pm t \sqrt{3 + 2 \cos \left(k_y a \sqrt{3} \right) + 4 \cos \left(k_y a \frac{\sqrt{3}}{2} \right) \cos \left(k_x a \frac{3}{2} \right)}
\]

The hopping parameter, \( t \), can be found by comparing the above expression to first principle calculations near high symmetry points. For graphene, \( t \) is estimated to be 2.8 eV. Notice that in the above equation, the conduction and valence bands are symmetric. This is only
true so long as we ignore the contributions from next nearest neighbor hopping.

Graphene is a zero bandgap material. This is a consequence of the inversion symmetry of the A and B sublattices. Breaking this inversion symmetry can cause the opening of a small bandgap which is of great technological interest.

The conduction and valence bands touch at two locations in the Brillouin zone denoted by the $K$ and $K'$ points. We can look at the bandstructure near these points by defining $q = k - K$, and looking at the Taylor expansion of the function $\varepsilon(q)$. This gives

$$\varepsilon(q) \approx -\frac{3ta}{2} \left( \exp^{i2\pi/3} q_x + \exp^{-i2\pi/3} q_y \right)$$

(1.9)

Using this simplification, we can rewrite Eq 1.7 as

$$H_q = -v_F \mathbf{\sigma} \cdot \mathbf{q}$$

(1.10)

where the elements of $\mathbf{\sigma}$ are the Pauli matrices, and $v_F = \frac{3ta}{2}$ is the Fermi velocity of graphene. This is the Dirac equation. Experimental results estimate the Fermi velocity in graphene to be $\sim 10^6$ m/s.

This shows that low energy excitations in graphene act as massless Dirac fermions, as confirmed by experiment[2, 22]. In this language, the A and B sublattices act as pseudospins for these Dirac Fermions. Conservation of the pseudospin is thought to explain ballistic transport on the order of microns in carbon nanotubes[21]. Second, we are currently only looking at the excitations around the $K$ point. A similar expansion, carried out near the $K'$ point shows that there are actually two sets of Dirac fermions in graphene[5, 20]. Thus, in graphene, electrons can be characterized by their spin, pseudospin (to which sublattice the electron belongs) as well as the valley (excitations near either the $K$ or $K'$ points).
1.1.2 Pseudomagnetic fields in graphene

These properties are modified when a strain field is applied to system. Bending graphene changes the relative orientation of the $p_z$ orbitals. This, along with stretching the carbon-carbon bond distance results in local changes to the hopping energy, $t$. The modification of $t$, in the presence of a smoothly varying strain field $u_{ij}(x,y)$ gives rise to a vector potential

$$A = \beta \frac{a}{\alpha} (u_{xx} - u_{yy}, 2u_{xy})$$

(1.11)

So electrons in a strained graphene membrane behave as if they were under the influence of a magnetic field. It is important to note however, that the Hamiltonian of the system displays time reversal symmetry. A true magnetic field would break this time reversal symmetry, however it is not broken by a strain field. Instead, recall that there are two $K$ points in the Brillouin zone. The strain field shifts the two $K$ points in opposite directions, preserving time reversal symmetry. This implies that the gauge vector potential does not give rise to a real magnetic field, but rather a pseudo-magnetic field[5, 24].

Work by Guinea et al. analyzed the form of the pseudo-magnetic field in order to ascertain a method to generate a large uniform field. They found using Equation 1.11 that an isotropic strain would not generate a gauge vector field. Instead by using a strain with trigonal symmetry it would be possible to generate a large, uniform pseudo-magnetic field[24]. This was confirmed by Levy et al. who discovered pseudomagnetic fields of up to 300 T in graphene nanobubbles[25].

1.2 Fabrication of graphene membranes

1.2.1 Manual exfoliation

There are many techniques used to fabricate graphene membranes. By far, the most well known technique is manual exfoliation, which was originally advertised as the scotch tape method[1, 2]. This technique gives rise to the highest quality graphene crystals, however
there are a few drawbacks. The first is that the size of the crystals produced by this method are typically on the order of a few microns. The second is that this is a very labor intensive method. In fact, graphene crystals produced by manual exfoliation are among the most expensive materials in the world.

Nonetheless, the method itself is quite simple. Highly oriented pyrolytic graphite (HOPG) consists of graphene layered in a stacked form. The graphene layers are loosely bound to each other through Van der Waal’s attraction. In the manual exfoliation technique, the researcher applies some tape to the top layer of HOPG, and then pulls the tape off. This tape will have multilayer graphene. By iterating this process, it is possible to generate single layer graphene. Typically, the thickness of the crystals are measured using atomic force microscopy (AFM) to ensure that the final crystal is indeed single layer graphene.

1.2.2 Epitaxial growth

A more technologically promising route involves the thermal decomposition of SiC crystals[26]. As the SiC crystal is heated, the Si atoms leave the surface, and the remaining carbon atoms rearrange themselves in order to form a graphene layer. The graphitization of SiC has been known for over 100 years. This technique has several advantages from a technological point of view. First the graphene crystals are much larger than those produced by manual exfoliation. Second, it is compatible with existing wafer technology. In addition, SiC is a good substrate for graphene as well. It is a large bandgap semiconductor, so current flowing through graphene will not leak into the bulk SiC crystal.

There are still a few problems. SiC is a polar material, meaning that it has a Si face, as well as a C face. Growth on the Si face is slower and more coherent allowing for the production of larger graphene sheets[27]. However, the first layer of carbon atoms to form is not graphene, but rather a buffer layer that is still coupled electronically to the bulk SiC crystal. Subsequent graphene layers grown on top of this buffer layer show degraded performance due to the presence of this carbon buffer layer[28].
Growth on the C face does not give a carbon buffer layer, but the graphene obtained on this side grows faster, making it difficult to limit growth to single layer graphene, and shows a large degree of rotational disorder. Exploring growth on miscuts of the SiC faces is a promising area of research for maximizing the potential of epitaxially grown graphene, while minimizing the problems. [10, 27, 29–31].

1.2.3 Chemical vapor deposition

Much attention has been given to using chemical vapor deposition (CVD) to grow large graphene sheets. In a typical CVD process a metal foil is placed in a vacuum chamber. Methane gas (CH\textsubscript{4}) flows over the foil. The metal atoms catalyze a reaction in which carbon atoms are deposited onto the foil forming monolayer graphene[32]. A number of metal foils can be used including copper and nickel.

Using this method, single crystal graphene membranes as large as 5 mm have been grown[32]. However, Bae et al. have developed a technique which allows roll to roll production of 30 in polycrystalline graphene films[33].

1.3 Graphene on a substrate

Graphene has many amazing properties, however, most applications have graphene supported by some sort of substrate. This results in a few issues. Zhang et al. looked at manually exfoliated graphene on a SiO\textsubscript{2} substrate using scanning tunneling microscopy (STM). By looking at the spatially resolved differential tunneling conductance ($dI/dV$) they were able to map the local density of states of their graphene sample. A large degree of charge puddling was observed, which would degrade the transport properties of the graphene sample. This charge puddling was attributed not to any intrinsic property of the graphene itself, but rather the supporting substrate[34].

Chemical vapor deposition of graphene on copper foil is one of the most promising methods for the large scale fabrication of graphene sheets. However often it needs to be transferred
to other substrates. This involves coating the graphene using poly(methyl methacrylate) (PMMA), and then etching away the copper. The graphene is then transferred to the substrate of choice. The PMMA is removed by annealing the sample. A 2011 study by Pirkle and coworkers found that this method leaves some residues on the graphene which negatively affect performance[35].

1.4 Flexural phonon modes

One of the more remarkable properties of graphene is its very existence. Years of theoretical work culminating in the Mermin-Wagner theorem had established that purely 2D crystals should be thermodynamically unstable[36, 37]. Experiments looking at the melting temperatures of thin films seemed to support this view[38, 39]. However, Fasolino et al. clarified that in fact, coupling between the bending and stretching modes would suppress these thermal fluctuations, and leave the graphene membrane in a rippled state[40]. So the graphene membrane resembles a network of hemispheres alternately curved up or down. These out of plane fluctuations are critical to the existence of graphene[41–43].

Since the discovery of graphene, much work has gone into understanding these flexural phonon modes. They are important in explaining graphene’s negative coefficient of thermal expansion[44]. As the graphene membrane is heated, the out of plane fluctuations increase, causing the graphene membrane to contract. In additions, the flexural phonon modes are responsible for the bulk of the thermal transport[45].

Meyer et al. made the first experimental observation of static ripples in a suspended graphene membrane using transmission electron microscopy[46]. Since then, several scanning tunneling microscope groups have managed to observe static ripple configurations[47–49]. Recent work by Xu et al. has even shown how to use a scanning tunneling microscope to track the ripple dynamics[50].
1.5 Summary

In this thesis we will explore the stability of 2D graphene membranes using scanning tunneling microscopy. In the next chapter I will introduce the basic concepts behind scanning tunneling microscopy, as well as how to reliably manufacture and evaluate STM tips[51]. Next I will explore what happens when STM is used to characterize a freestanding graphene membrane[52]. Specifically, we will look at the forces between the STM tip and the freestanding graphene membrane. Next we will show how to exploit these forces, in order to drive a buckling transition in graphene[53]. In the final chapter, we will show that this buckling transition can be successfully modeled using the spin-half Ising magnet[54].
Chapter 2

Scanning Tunneling Microscopy

The invention of the electron microscope at the turn of the 20th century marked a breakthrough in atomic scale physics. By showing it was possible to image samples with electrons, rather than light, researchers greatly improved the potential for imaging small features. The field emission microscope (FEM) took this a step further and for the first time allowed the imaging of individual atoms[55]. However, as the FEM required the sample to be in the form of a sharp tip, the materials that could be imaged were limited. The invention of the scanning tunneling microscope (STM) in 1981, by Gerd Binning and Heinreich Rohrer, greatly expanded the field and for the first time allowed atomic resolution imaging of flat metal and semiconductor surfaces[56–58].

The scanning tunneling microscope works by bringing a sharp metal probe to within a small distance ($\sim 5 \, \text{Å}$) from a grounded sample. A potential difference is then applied to the tip-sample system, which facilitates electron tunneling from the metal tip into the sample. The extreme sensitivity of this tunneling current to the separation between the sample means that this technique is very sensitive to changes in the local density of states (LDOS), and allows the resolution of single atoms on the surface of the sample.

Using the STM, researchers were able to resolve the surface reconstructions of several technologically important surfaces. Binnig and Rohrer were able to resolve the $7 \times 7$ reconstruction of the Si(111) surface[58]. Since then, much work has been done in order to resolve the various surface reconstructions of Si [59] and GaAs[60, 61].

STM is a powerful technique, however, and it is not just limited to the imaging of surfaces.
By imaging a surface during the growth process, it is possible to obtain information about dynamics of adatoms as they move around on the surface.\cite{62, 63} This process was first carried out by Y.W. Mo and coworkers who imaged islands on the Si(001) surface. By comparing successive STM images, it was possible to measure the growth of these islands over time and extract the diffusion coefficients of the Si adatoms.\cite{62}. Work by Swartzentruber, improved on this by actually finding a diffusing adatom, and following its motion with the STM tip.\cite{64}. This technique allowed the research to measure the time trajectory over long periods of time in order to more directly determine the diffusion coefficients. He acquired data over a range of tip bias conditions, and showed that at low bias, they could use the STM to passively monitor the position of the diffusing adatom.

Since the early days of STM, it has been known that the forces exerted by the tip on the sample could be utilized to build nanostructures on surfaces at an atomic scale. In a series of papers published in the early 90s, Eigler and coworkers used the STM tip to create a series of nanostructures, including arranging atoms to show the IBM logo, as well as create a standing wave patterns \cite{65–68}. In this method, a voltage pulse could be used to pick up an adatom with the STM tip, and then deposit it at the location specified by the researcher. The tunneling current can also be used to manipulate the material at an atomic scale. By increasing the tunneling current, Stauffer \textit{et al.} were able to locally melt nanostructures located on the surface of various metals.\cite{69}

In this chapter we will discuss the STM measurement. We will start by reviewing some basic tunneling theory, and then using this to discuss some basic STM measurements. We will conclude by discussing the specifics of our STM system as well as our method for preparing ultrasharp STM probes.
2.1 Theory of Tunneling

2.1.1 Elastic tunneling through a rectangular barrier

Key to the success of the STM is the extreme sensitivity of the tunneling current to changes in the tip-sample distance. We can model this effect by looking at the tip-sample system as tunneling through a rectangular barrier as seen in Fig. 2.1 [70, 71]. In this case, we can write down solutions for the Schrodinger equation for a barrier of height $V$, and width $a$ as

\[ \psi_I = Ae^{ikx} + Be^{-ikx} \quad (2.1) \]
\[ \psi_{II} = Ce^{\kappa x} + De^{-\kappa x} \quad (2.2) \]
\[ \psi_{III} = Fe^{ikx} \quad (2.3) \]

where $k = \sqrt{2mE/\hbar^2}$ is the wavevector of the electron outside of the barrier, and $\kappa = \sqrt{2m(V-E)/\hbar^2}$ is the decay constant of the wavefunction inside the barrier.

By applying the boundary conditions, we can solve for the integration constants ($A, B, C, D,$ and $F$), and write down the transmission coefficient,

\[ T = \left[ 1 + \frac{\sinh^2(\kappa a)}{4\frac{E}{V}\sqrt{1 - \frac{E}{V}}} \right]^{-1} \quad (2.4) \]

For thick, impenetrable barriers, (i.e. $\kappa a \gg 1$), this simplifies to

\[ T \approx 16 \left( \frac{E}{V}\sqrt{1 - \frac{E}{V}} \right) e^{-2\kappa a} \quad (2.5) \]

From this we get that the tunneling current shows an exponential dependence upon the barrier width

\[ I \propto e^{-2\kappa a} \quad (2.6) \]
This exponential dependence on the barrier width means that the tunneling current is very sensitive to changes in the local density of states. For example, moving the tip inwards by 1 Å results in an order of magnitude increase in the tunneling current.

### 2.1.2 Time-dependent perturbation theory

An additional approach to calculate the tunneling current is using time dependent perturbation theory. In this methodology, the current tunneling from a given tip state into the sample can be calculated using Fermi’s golden rule. However, in order to do this, we need to calculate the transition matrix element. The transition matrix element for tunneling from one electrode through a vacuum barrier to another electrode was first calculated by Bardeen in 1961[72] and is given by

\[
M_{TS} = \frac{\hbar^2}{2m} \int \psi_T^* \nabla \psi_S - \psi_T \nabla^* \psi_S d\tau
\]  

(2.7)

where \(\psi_T\) is the wavefunction of the tip state, and \(\psi_S\) is the wavefunction of the sample state.

The full tunneling current, given by Tersoff and Hamann[73] is then given by
\[ I \propto e^{-2\kappa z} \]

Figure 2.2: Cartoon showing the movement of an STM tip as it scans over a surface while maintaining a constant tunneling current

\[ I = \frac{2\pi e}{\hbar} \int f(E_T) \left[ 1 - f(E_S + eV) \right] \rho_S(E_S) \rho_T(E_T) |M_{TS}|^2 \delta(E_T - E_S) \] 

(2.8)

2.2 STM Measurements

2.2.1 STM imaging

In an STM imaging experiment, the STM can be operated in one of two modes: constant current or constant height. In the constant current experiment, a set point current is chosen, and the tunneling current is monitored by a feedback circuit. Then, the height of the tip is adjusted by piezoelectric actuators in order to maintain the tunneling current within a given tolerance of the set point current. The tip is raster scanned across the surface, and the height of the tip is revealed as a function of the position. Tersoff and Hamann showed that the images generated by this method could be interpreted as a map of the local density of states[73].

In the constant height experiment, an initial height of the tip is chosen. The tip is raster scanned across the surface with the feedback electronics off, and the changes in the tunneling current are recorded as a function of position. The resulting image gives a map of the local density of states of the sample.

The precise control of piezoelectric actuators means that either method is capable of
generating atomic resolution images of the sample surface[70]. For this dissertation, all STM images will be taken using the constant current mode.

2.2.2 Constant height $I(V)$ spectroscopy

A common STM measurement involves holding the STM tip at a single location on the sample, sweeping through a range of tip bias values, and recording the change in the tunneling current. This measurement is commonly referred to as $I(V)$ spectroscopy. The normalized tunneling conductance has shown to be proportional to the density of states in the sample[59]

$$\frac{V}{I} \frac{dI}{dV} \propto \rho_S$$  \hspace{1cm} (2.9)

2.2.3 Constant current $z(V)$ spectroscopy

A very similar measurement can be performed measuring the height as a function of the tip bias. In this measurement, a feedback circuit is employed to change the height of the STM tip in order to maintain a constant tunneling current. Then, the tip bias is swept through a predetermined range of values and the change in the height of the tip is recorded.[70, 74]

This measurement can provide a measure of the local tunneling barrier. Using Eqn. 2.6, the height of the local tunneling barrier is given as

$$\phi = \frac{\hbar^2}{8m} \left( \frac{d \ln I}{dz} \right)$$  \hspace{1cm} (2.10)

where $\phi$ is the local tunneling barrier, $V$ is the the tip bias and $z$ is the height of the STM tip. Although used early on to measure the work functions of various samples, this measurement has been superseded by other techniques such as Ballistic Electron Emission Microscopy (BEEM)[75].

Work by Pronschinske et al. has shown that this measurement can also serve as an indirect probe of the local density of states. It is particularly useful when imaging small nanoparticles, and molecules. In this case the system might undergo tip-induced chemical
reactions, desorption or other effects. For $I(V)$ spectroscopy, the tip would move too close to the sample. By using $z(V)$ spectroscopy, the tip-sample distance is fixed, allowing the researcher to obtain spectroscopic information without damaging the sample[74].

2.3 Experimental System

We use a Omicron ultrahigh vacuum (base pressure of $10^{-10}$ mbar) low temperature model STM, although all measurements are acquired at room temperature. STM tips are manufactured in house in a process that will be described shortly. The system gets power from an uninterruptable power supply, ensuring that electrical noise is at a minimum. During STM measurements, the STM stage is decoupled from the system in order to further isolate it from mechanical vibration. On top of this, our system is mounted on a table that employs active vibration isolation.

2.4 Reliable fabrication of ultrasharp STM probes for atomic resolution imaging

Regularly obtaining atomic resolution image of samples require the production of ultrasharp, mechanically stable STM tips[76]. Ultrasharp SPM probes are important for a number of other characterization methods, and so a great deal of study has gone into the development of these techniques[77]. We have evaluated a number of tip etching techniques in order to hone our method[51, 78, 79].

Our tips are made by electrochemically etching tungsten wire. Various labs use both AC and DC power supplies to etch the tips. The tips are etched in NaOH solution. Hydrogen bubbles form at the cathode. If the cathode is the tip, then bubbles will form on the tip, impeding the uniform etching. In order to come up with a uniform etch, it is necessary to use DC power, with the tip acting as the anode.

There are a number of configurations used to electrochemically etch the tip. The two most common configurations involve the submerged etch method[78, 80–82], and lamella
2.4.1 Methods for fabricating STM tips

In the submerged tip method, a beaker is typically filled with NaOH solution. A tin ring is hooked up to the power supply and placed at the bottom of the beaker. The tungsten wire is hooked up to the power supply, and then submerged in the NaOH solution. The solution runs up the side of the tip to provide an extended meniscus. More etching occurs at the liquid-air interface of the tip. After a certain amount of time, the bottom half of the wire will break off leaving a sharp tip. It is important to stop the etching at this point, so that the tip is not dulled by back-etching. Several methods can be employed to determine when the wire breaks in order to stop the etching. The simplest is to etch the tip for short, set periods of time. Then the progress of the etching can be monitored and minimal back-etching can occur. Other methods monitor the current flowing through the system, and employ either threshold or differential cutoffs to eliminate back-etching[78]. In our experience, the submerged tip methods are unable to regularly produce sharp tips. When the process works, the tip has an exponential shape. It is possible to exert some control of the final tip length and shape, by adjusting the amount of the submerged tungsten wire.

Lamella methods have also been employed to etch tungsten wire tips[79, 83]. In the lamella method, a gold wire ring with an 8 mm diameter is fashioned and suspended in air. The NaOH solution is suspended in the gold ring. The ring is hooked up to the cathode of the power supply, and the tungsten wire is hooked up to the anode. The wire is placed through the center of the ring, to begin etching. The practical difference between the two methods is the behavior of the meniscus. In the submerged tip method, the meniscus is static, resulting in an exponential envelope for the tip shape. In the lamella method, the limited amount of available fluid results in a dynamic meniscus shape. This means that as the wire is etched and changes shape, the meniscus shape changes as well. This results in the formation of a conical tip. Back-etching is also a concern in a single lamella method.
Several techniques can be used to minimize this effect. A differential cutoff can be used, but the current itself is noisy, making this method ineffective. It is also possible to watch the etching process, and when the bottom part of the wire falls, to manually cut the power. This, however, is a long and labor intensive process.

A third method involves adding a second lamella[79]. In the double lamella method, the upper ring is attached to the anode of the DC power supply, while the bottom ring is attached to the cathode. NaOH solution is suspended in both the upper ring, and the lower ring. The tungsten wire goes through both rings. The rings are then electrically connected through the electrolytic solution and the tungsten wire. The dominant etching occurs at the top ring. When the etching is completed, the bottom part of the tungsten wire drops down, breaking the circuit. The double lamella method then acts as an automatic cutoff for the etching.

A photograph of the tip etching station is displayed Fig. 2.3(a). The tip etching station consists of a double lamella setup, attached to a micromanipulator, and hooked up to a Keithley 2400 DC sourcemeter. The tungsten wire is mounted into a tip holder and held in place using a magnetic stand. The double lamella can then be moved relative to the tip. The entire setup is viewed under a microscope, so that it is possible to monitor the etching process. The lamella will break several times during the etching process. The microscope and micromanipulator can be used to ensure that the meniscus etches the same spot on the wire. A close up of the double lamella photograph is displayed Fig. 2.4(b). A schematic of the setup can be seen in Fig. 2.3(c). A schematic of just the double lamella can be seen in Fig. 2.3(d).

2.4.2 Evaluation of STM tips

We evaluated the tips by using them to take data (Fig. 2.4). For evaluation purposes, we attempted to obtain atomic resolution images of highly oriented pyrolytic graphite (HOPG). HOPG is a low cleavage energy system, so it is easy to create large, atomically flat surfaces.
Figure 2.3: (a) Photograph of the entire tip etching setup. The tungsten wire is held in place by a magnet, while the gold wire can be adjusted using a micromanipulator with coarse $x, y, z$ control as well as fine $z$ control. The setup is powered by a Keithley 2400 sourcemeter and can be viewed under magnification using the microscope. (b) Closeup photograph of the tungsten wire and the two gold loops. (c) Simple schematic describing the double lamella setup. (d) Closeup schematic detailing the position of the gold rings with respect to the tip holder. (Photographs courtesy of Dr. Paul Thibado. Used with permission.)
Then we evaluated the shape of the tip as viewed under 1000× magnification. We wanted to come up with a quick and dirty method for predicting the quality of the tip before putting the tip into the STM. We settled on looking at the cone angle of the tip. The results of the study are shown in Fig. 2.4.

We evaluated the images by sorting them into three broad categories. Sample images can be seen along the right-hand side of the image. The top quality tips are capable of atomic resolution imaging of the HOPG surface. Each individual atom can be identified in the image. The next tier of images show atomic scale features, although there is not atomic resolution. In the sample image provided, we can see rows of atoms. The last tier of images does not show anything at the atomic level. These tips are only useful for imaging larger features. The corresponding sample image shows a 500 by 500 nm image of the HOPG surface. The image is largely flat, with only a single step, running diagonally from the bottom left-hand corner to the top right-hand corner.

The tips are also categorized by cone angle, so that we have tips less than 10°, 10-20° and greater than 20°. The chart then displays the likelihood of obtaining a quality STM image. To read the chart, pick a cone angle. Above the cone angle, are the percentage of tips that produced images of the quality of the image to the left. For example, for a cone angle between 10 and 15° will produce a low quality images 20% of the time, medium quality images 60% of the time, and high quality images 20% of the time.

We found that tips with larger cone angles (> 20°) produced high quality images 70% of the time. A large cone angle, then was a good indicator of the quality of the tip. The reason for this relationship is apparent. The electrochemical etching seem to universally produce ultrasharp tips. Then to produce quality images, we need to consider the mechanical stability of the tips. If we imagine the atoms as spherical balls, we can generate a model for the ideal, mechanically stable atomically sharp tip. Such a model is shown in the corner of Fig. 2.4. Such a tip would have a cone angle of ∼ 60°.
Figure 2.4: This chart relates the cone angle of a given STM tip to the quality of STM images generated by this tip. In the bottom-left corner, is a 6 nm × 6 nm atomic resolution image of the HOPG surface. Along the vertical axis are a series of filled state, constant current STM images acquired with tip bias of 0.1 V and setpoint current of 0.1 nA. The top two images show 6 nm×6 nm images of the HOPG surface. The topmost image shows atomic resolution, while only atomic scale features such as rows can be seen in the next image. Beneath these images is a large scale (100 nm × 100 nm) image of the HOPG surface. In this image, we can see a single step running from the bottom righthand corner of the image to the top lefthand image. Along the bottom axis are a series of photographs of STM tips taken with a magnification of 1000×. These tips are representative of the labeled cone angle range. The percentages give the chance that a given cone angle range will provide the specified image quality.

<table>
<thead>
<tr>
<th>Cone Angle Range</th>
<th>10%</th>
<th>20%</th>
<th>70%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-10°</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10-15°</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;15°</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 3

Scanning tunneling microscopy studies on freestanding graphene

The discovery of graphene was made even more exciting when mechanical distortions were found to alter its electronic properties. For example, when a uniaxial strain is applied to the honeycomb lattice, it affects the hopping probability for electrons in the $p_z$ orbitals. The resulting energy change can be represented mathematically by a position-dependent vector potential, as described by Castro Neto et al., thereby suggesting the presence of a magnetic field[5, 85]. Further analysis clarified that it is in fact a pseudo-magnetic field because opposite Dirac cones are shifted in opposite directions in order to preserve global time-reversal symmetry. Guinea et al. explained that this field should, nevertheless still have a measurable impact[24]. Verification came from Levy et al. who grew graphene on a Pt substrate[25]. After cooling to $\sim$7.5 K, the graphene formed triangular nanobubbles due to its negative thermal expansion coefficient[86]. Scanning tunneling spectroscopy (STS) was then performed on the nanobubbles, and a series of peaks were attributed to Landau levels originating from static pseudomagnetic fields with magnitudes as high as 300 T.

Scanning tunneling microscopy has been a particularly powerful tool for generating and studying the strain in suspended graphene membranes[14, 47–49, 87]. In early 2012, Zan et al. managed to obtain atomic scale images of suspended graphene membranes, and their ripple structures. At the same time, Xu et al. used the electrostatic attraction between the STM tip and the sample to pull on the graphene, and generate strain on an atomic scale[47]. A backgated, suspended graphene sample was studied by Klimov et al. They were able to show that the deformed graphene membrane acted like a quantum dot[49]. A particularly
interesting study by Eder et al. involved the study of freestanding graphene membranes using a two-tip STM, with the tips arranged on either side of the graphene membrane which allowed them to cause deformations with one tip, and image the membrane with the other[87].

In this chapter we explore the effects of a biased STM tip brought near a suspended graphene membrane. The atomic corrugation is measured, and determined to be a function of the scan speed. This is due to an electrostatic attraction between the suspended graphene sample, and the biased STM tip. This attraction can be dramatically illustrated by sweeping the tip bias over a predetermined range while maintaining a constant tunneling current and measuring the resulting height of the STM tip. These measurements show that the graphene membrane is moving under the influence of the STM tip. This movement should result in the formation of time dependent pseudomagnetic fields.

### 3.1 Sample preparation details

Our graphene samples were provided by a commercial provider[88]. Graphene was grown using chemical vapor deposition[32], then transferred onto a 2000-mesh ultrafine copper grid. This grid consists of a lattice of square holes 7.5 µm wide and bar supports 5 µm wide,
giving suspended graphene. For the comparison purposes, we also looked at graphene on a copper foil substrate. All samples were mounted onto flat tantalum sample plates using silver paint and transferred through a load-lock into the STM sample chamber, where they were electrically grounded for all experiments.

Scanning electron microscopy (SEM) images of the graphene on the TEM grid are shown in Fig. 3.1. Fig. 3.1(a) shows large scale image. The lighter areas indicate the presence of the graphene membrane, while the darker areas indicate an absence of graphene. From these images we estimate $\sim 90\%$ coverage.

STM data were acquired using tips manufactured in-house by electrochemical etching of polycrystalline tungsten wire, using a custom double lamella setup with automatic gravity switch cutoff[51] as discussed in the previous chapter. After etching, the tips were gently rinsed with distilled water, briefly dipped in a concentrated hydrofluoric acid solution to remove surface oxides[89] and loaded into the STM chamber.

### 3.2 Atomic scale imaging

Taking atomic scale STM data on suspended graphene samples is not easy, as the unsupported membrane is often very floppy(Fig. 3.2(a)). However, it is possible to find regions that have a static configuration [47, 48]. A typical constant current, filled state image of suspended graphene, measuring $6 \text{ nm} \times 6 \text{ nm}$, taken with a tip bias of 0.1 V and a set-point tunneling current of 1.0 nA is displayed in Fig. 3.2(b). The image is displayed with a 4 nm black to orange to white color scale. A honeycomb pattern can be resolved throughout the image, although it is a little blurry. The image shows an overall curvature, with ridge running from the bottom left-hand corner of the image to the top right hand image.

Four line profiles, taken from a series of STM images acquired with a tip bias of 0.1 V and a setpoint current of 1.0 nA, can be seen in Fig. 3.3(a). Each line profile was acquired with different scanning speed, and they have been offset for clarity. From top to bottom, the scan speed used to acquire the image was 71.4 nm/s, 34.9 nm/s, 18.0 nm/s and 9.0
Figure 3.2: (a) Cartoon showing an STM tip near a suspended graphene membrane. (b) Constant current filled state STM image of suspended graphene measuring 6 nm × 6 nm, taken with $V = 0.1$ V and $I = 1.0$ nA. The image is displayed using a 4 nm black to orange to white color scale.

nm/s. Each line profile shows an oscillating function with the wavelength of the oscillation determined by the spatial periodicity of the honeycomb structure (around 0.3 nm). As the scan speed decreases, the amplitude of the line profile increases, from 0.13 nm for a scan speed of 71.4 nm/s to an amplitude of 1.56 nm for a scan speed of 9.0 nm/s.

Using the scan speed, combined with the wavelength (0.3 nm), we can plot the time trajectory of the STM tip, as shown in Fig. 3.3(b). The topmost line profile, since it was taken with the highest scan speed takes the shortest time to complete. The tip oscillates at a frequency of 220 Hz. As the scan speed decreases, the time needed to complete the line profile increases, and the frequency increases. From top to bottom the frequencies are given as 220 Hz, 108 Hz, 56 Hz, and 28 Hz.

3.2.1 Discussion

In addition to the frequency control, this method suggests a way to control the amplitude of the oscillations as well. An amplitude of 0.05 nm is to be expected due to changes in the local density of states over atoms, and over holes[90]. The rest of the movement is an
Figure 3.3: (a) Line profiles taken from 12 nm×12 nm, constant current filled state STM images acquired with a setpoint tunneling current of 1.0 nA and a tip bias of 0.1 V. The line profiles were acquired using different scan speeds, as indicated in the figure. (b) The same line profiles as in part (a) divided by their respective scan speed converts the x-axis to time. (c) Schematic showing the tip as it scans over a (left side) atom and (right side) hole.
artifact of the fact that the graphene is suspended, and thus has no bulk, as illustrated in the cartoon in Fig. 3(c).

When a biased STM tip is brought near the STM sample, there is an electrostatic attraction between the tip and the sample\cite{12, 47, 91}. When taking constant current STM images, feedback electronics monitor the tunneling current in order to verify that it is close to the setpoint value. Suppose the STM tip is directly over a carbon atom, as picture on the lefthand side of Fig. 3.3(c). There is an electrostatic interaction between the tip and the sample, causing the graphene sample to move towards the tip. This decrease in the tip sample separation results in an increase in the tunneling current. So the feedback electronics kick in and pull the tip away from the sample. This continues until the electrostatic attraction between the tip and the sample is balanced by the elastic restoring force.

As the STM tip moves over a hole, as pictured on the right hand side of Fig. 3.3(c), the electrostatic force between the tip and the sample decreases. The graphene sample falls away from the tip, causing the tunneling current to decrease. The feedback electronics send the tip downwards towards the sample, until a new equilibrium is reached. This mechanism results in enhanced corrugations while imaging the graphene sample.

It can also explain the dependence of the amplitude of oscillation on the scan speed. For small scan speeds, the system has plenty of time to find equilibrium before the tip moves away. This results in larger corrugations. As the scan speed is increased, there is less time to establish equilibrium before the tip moves, resulting in smaller corrugations.

3.3 \( z(V) \) measurements

Low frequency oscillations can be achieved using \( z(V) \) spectroscopy. In \( z(V) \) spectroscopy, the tip bias is swept over a predetermined range, while feedback electronics are employed to maintain the tunneling current at particular setpoint value. In order to maintain this setpoint, the STM tip must retract. The results are then analyzed by mapping the STM tip height as a function of the tip bias. For a stationary sample, this process indirectly probes
the local density of states[74, 92, 93]

$z(V)$ spectroscopy on a freely suspended graphene membrane has a different effect. Four $z(V)$ curves were acquired back to back, using a setpoint current of 1.0 nA, and ramping the tip bias from 0.1 V to 3.0 V. The results are displayed in Fig. 3.4(a). All four curves show the same basic characteristics. As the tip bias is ramped to 1 V, the height of the STM tip increases by 25 nm. As the tip bias continues to increase from 1-3 V, the tip retracts another 5 nm. The tunneling current as a function of the tip bias for one of the curves is plotted in the inset. Ensuring that the tunneling current remains at the setpoint value means that the tip is faithfully tracking the motion of the graphene membrane.

The curves are plotted as a function of time using the fact that the tip bias ramps at a rate of 2.04 V/s in Fig. 3.4(b). This yields a saw tooth wave form with a period of 1.42 s, yielding a frequency of 700 mHz. This frequency could be tuned by adjusting the rate of the tip bias ramp. The amplitude of the wave can be adjusted by changing either the range of the tip bias ramp, or even the tunneling current[47].

### 3.3.1 Discussion

A cartoon, showing the effect of the $z(V)$ measurement is shown in Fig. 3.4(c). When the biased STM tip is brought near the suspended graphene sample, it induces an image charge in the sample. This leads to an electrostatic attraction between the graphene and the STM tip. As the tip bias increases, the electrostatic force increases as well. Since the graphene is freely supported, this causes the graphene to move towards the tip, reducing the tip-sample distance and increasing the tunneling current. The feedback electronics then move the tip backwards in order to maintain the setpoint current value. The tip continues to pull on the graphene membrane, but the displacement of the graphene results in a growing elastic force.

We can model the electrostatic attraction between the tip and the sample using a sphere-plane model[91, 94]. In this model, the biased STM tip is modeled as perfect sphere (similar to Ref. [95]) while the grounded graphene sample is modeled as a grounded plane. The
electrostatic field in this model can be evaluated using the method of images. We start by placing a sphere of radius $a$, a distance $d$ away from the grounded conducting plane, as shown in Fig. 3.4(d) By replacing the conducting sphere at a potential $V$, with a point charge of magnitude

$$q_0 = 4\pi \varepsilon_0 a V$$

located at the center of the sphere, we can replicate the boundary conditions at the surface of the sphere. However, this configuration will not meet the boundary conditions of the grounded, conducting plane. To correct for this, we place a second charge of equal but opposite in sign, at $-a - d$. Now the boundary conditions at the plane are correct, but the conditions at the surface of the sphere are incorrect. To fix this a third point charge is placed in front of the sphere in order to give the correct boundary conditions. This process is repeated, giving an infinite series of charges such that the $i$th charge is given by

$$q_i = \frac{a}{x_0 + x_i} q_{i-1}$$

The location of the $i$th point charge is given by

$$x_i = x_0 - \frac{a^2}{x_0 + x_i}$$

This infinite series of charges can replicate the boundary conditions, making it possible to calculate the potential, and electric field at any point. Because the magnitude of the point charges decrease with the length of the series, it is possible to use a finite number of terms to match the boundary conditions to within some acceptable error amount.

The energy of this charge configuration is given by

$$U = \frac{1}{2} \left( q_0 + \sum_i q_i \right) V$$

By taking the derivative we can then calculate the electrostatic force between the tip and
Figure 3.4: (a) Four $z(V)$ curves taken with a setpoint current of 1.0 nA. These curves were acquired sequentially. (b) Knowing that the tip bias was increased at a rate of 2 V/s, the $z(V)$ curves from (a) are replotted to give the tip height as a function of time. (c) A simple cartoon showing schematically the $z(V)$ measurement for low tip bias values (left side) and high tip bias values (right side).

\[ F = \frac{-\partial U}{\partial x} = -2\pi \epsilon_0 a V^2 \sum_i \frac{\partial s_i}{\partial} \]

where we set $s_i = q_i/q_0$. This analysis shows that the electrostatic force is proportional to the square of the tip bias.

The ability to drive the freestanding graphene in a controllable manner may be utilized to further study the relationship between the mechanical, electronic, and pseudo-magnetic fields properties of graphene. For example, in a previous study, Xu et al. used the analytical expressions for the deformation of a membrane from Ref. [96] along with the expressions for the pseudo-magnetic field in Ref [24] and the deformation potential from Ref. [97] to estimate the pseudo-magnetic field created by the induced strain. For this same freestanding graphene geometry and for small displacements, they found the pseudo-magnetic field varied linearly
at a rate of about 0.7 T/μm[47].

3.4 Pseudomagnetic fields

The frequency of oscillation is plotted as a function of the scan speed in a log-log plot in Fig. 3.5(a). Results from STM imaging are plotted as filled-in squares. Results from the $z(V)$ spectroscopy are shown as large empty white squares. The amplitude is shown as a function of the scan speed using the same key. The second y-axis relates the amplitude of the oscillation to the amplitude of the strain-induced pseudomagnetic field. In Fig. 3.5(c), we combine results. In a log-log plot the pseudomagnetic field strength is plotted as a function of the frequency of the driving force.

There are several fascinating points related to these results that need to be discussed. One is the relatively small displacements required to generate such large pseudomagnetic fields. This leads to fast switching times and low energy costs. Also, the large range of frequency and amplitude control provides access to numerous ways to test and modify experimental outcomes. It is also possible to consider using these dynamic field effects near defects and edges already present in freestanding graphene, in order to test if time-reversal symmetry may be broken, which is an important basic physics question for massless, Dirac fermions[98].

3.5 Summary

In summary, we have shown the significant effects that can occur when an STM tip is brought into close proximity with a freestanding graphene membrane. During the STM imaging process we observe an enhanced atomic corrugation caused by the electrostatic attraction between the tip and the sample. This electrostatic force can be exploited using the $z(V)$ measurement, in order to pull on the graphene sample. A more subtle interaction takes place by exploiting the negative coefficient of thermal expansion for graphene. By heating the graphene using the tunneling current we are able to generate a repulsive thermal load. By exploiting these two techniques it is possible to carefully tune the strain in a freestanding
Figure 3.5: (a) Frequency of oscillation for the graphene membrane displayed as a function of the STM tip scan speed. (b) Amplitude of the oscillation for the graphene membrane displayed as a function of the STM tip scan speed. The amplitude of the height oscillations is also proportional to the amplitude of the pseudomagnetic field. (c) Maximum values of the pseudomagnetic field are plotted as a function of the frequency of the oscillations.
graphene membrane.
Chapter 4

Thermal mirror buckling in freestanding graphene membranes induced by a scanning tunneling microscope tip

Being only a single atom thin, and possessing record-breaking electron mobility, graphene shows great potential in the field of flexible electronics. Many important nanoelectromechanical (NEM) graphene device concepts have been recently developed based upon the electromechanical properties of graphene. For example, Chen et al. demonstrated that graphene can be used as a nanomechanical resonator with an electrical readout that varied with temperature or added mass[99]. Shortly after, Park et al. demonstrated a graphene mechanical actuator. This actuator consisted of a bilayer paper, with multiwall carbon nanotubes on one side, and graphene oxide platelets on the other. At low humidity, the paper would curl up. As the humidity was increased, the paper would first flatten, and then curl in the other direction.[15].

Scanning probe microscopy has been a particularly useful tool for studying NEMS device applications. One such study, performed by Mashoff et al. involved imaging a rippled graphene membrane on a SiO$_2$ substrate. By changing the imaging conditions, these researchers were able to cycle the ripples through two positions, separated by a height of almost 60 pm[100]. Larger effects can be seen on suspended graphene membranes. One such study, carried out by Lindahl et al., looked at prebuckled graphene membranes. By generating large electrostatic forces, they were able to use a snap-through instability, to get a fast, $\sim$50 nm movement in the graphene membrane.[101]. The most recent development was by Eder et al. where they placed an STM tip on either side of a freestanding graphene
film and demonstrated tunable membrane deformations using electrostatic control[87].

Thermal actuation provides a promising avenue for further research. Thermal actuation of a microelectromechanical device (that is silicon on insulator technology) was first introduced because thermal loads provide a significantly larger force as compared with electrostatic actuation[102].

Heating under the STM tip has been studied experimentally and a giant enhancement in electronic tunneling at higher energies due to an intrinsic phonon mediated inelastic channel was found to be responsible for an unexpected gap-like feature in the graphene tunneling spectrum[103]. Progress with theoretical estimates for the heating have also been made by studying inelastic currents through nanoscale molecules sandwiched between gold electrodes, for example, refs [104, 105].

In this chapter, control over the local height and curvature of freestanding graphene is demonstrated by varying the STM tunneling current. This movement of the graphene membrane can be tuned to vary smoothly or in step-like jumps attributed either to electrostatically induced mirror buckling or to tunneling current induced (that is, thermally induced) mirror buckling. The observed thermal buckling is explained by both elasticity theory and large-scale molecular dynamics (MD) simulation. Standing on the body of work and combining with our discovery of negative thermal buckling, we propose an electro-thermal-mechanical (ETM) device.

4.1 Z(I) Measurements

We will start by introducing a simple measurement. In this measurement, the STM tip is brought near a suspended graphene sample, and a potential bias is applied between the tip and the sample in order to facilitate electron tunneling. The setpoint tunneling current will then be swept over a predetermined range, in this case 0.01-20.0 nA. During this measurement, the feedback electronics of the STM are left on, so the height of the tip is adjusted to maintain the specified setpoint current. This measurement is conducted at room
Using simple tunneling theory we can predict the result of this measurement. In order to increase the tunneling current while maintaining a constant tip bias, the STM tip must move inwards towards the sample. However, recall from Chapter 2 that moving the tip inwards a single angstrom should result in a factor of 10 increase in the tunneling current. So the tip should move inwards, but only a very small amount.

This experiment has been carried out on two different samples and the results are shown in Fig. 4.1. The first sample is graphene on a copper foil substrate[32], while the second is graphene suspended on a TEM grid as described in Chapter 3. For this plot, a positive displacement corresponds to the STM tip moving away from the sample, while a negative displacement corresponds to the tip moving towards the sample. For the graphene on copper sample, the STM tip undergoes a small displacement of -3 nm as the setpoint current is ramped to 20.0 nA. This is consistent with our expectations as discussed above.

The suspended graphene sample is different. As the setpoint current increases from 0.01 nA to 7 nA, the STM tip moves inwards to the sample a distance of 20 nm. As the setpoint current continues to increase, the average height remains constant, although the tip undergoes thermal fluctuations around this minimum value. Simultaneously with this measurement, the actual tunneling current was measured in order to verify that it was matched the specified setpoint tunneling current. The tunneling current is plotted as a function of the setpoint current and displayed in the inset of Fig. 4.1.

This 20 nm displacement is much too large to be explained by the simple tunneling theory mechanism described above. Instead, we conclude that this measurement is a result of the negative coefficient of thermal expansion for graphene[86, 106]. As graphene is heated[107], the out of plane modes increase in amplitude, bringing in the edges of the graphene membrane, and causing the sample as a whole to contract rather than expand[108]. For our measurement, when a potential bias is applied to the tip-sample system, an electrostatic attraction causes the graphene membrane to be pulled up towards the tip. The increase in
Figure 4.1: Tip height plotted as a function of the setpoint current for graphene on copper as well as freestanding graphene sample. Actual Tunneling current as a function of the setpoint current is displayed as an inset.

the tunneling current during the \( z(I) \) measurement locally heats the graphene membrane. Due to the negative coefficient of thermal expansion, this results in the graphene membrane contracting away from the tip. In order to achieve the desired setpoint value, the tip chases the graphene membrane. Therefore the full 20 nm movement is due to a physical movement of the graphene sample.

4.1.1 Estimating the temperature increase due to the tunneling current

It is surprisingly difficult to estimate the local heating due to the tunneling current from an STM tip. An early STM study used the tunneling current to melt nanostructures on metal surfaces with known melting temperatures. However, when they used classical heat diffusion theory they found that in order to generate the proper power to melt the material, it was
Figure 4.2: A simple model of the sample showing the contraction of the graphene membrane during the $z(I)$ measurement. From this model, along with the value for the coefficient of thermal expansion for graphene, $\alpha$, we are able to estimate the temperature increase being between 10-150 K.

Instead of directly calculating the temperature, we can obtain an estimate of the temperature increase from the observed contraction during the $z(I)$ measurement. Bao et al. used a similar setup to calculate the coefficient of thermal expansion for graphene for a large range of temperatures[86]. These research suspended graphene over Si trench. They then measured the change in the length of the graphene over the trench. Using this method, they obtained an estimate for the coefficient of thermal expansion at room temperature to be $-7 \times 10^{-6}$ K$^{-1}$. Using this number, as well as the contraction of the graphene membrane calculated above, we can now estimate the increase in temperature due to the tunneling current as

$$\Delta T = \frac{1}{\alpha} \left( \frac{\Delta L}{L_0} \right)$$

(4.1)

A cartoon, showing the geometry of the graphene sample is shown in Fig. 4.2 so that
we can calculate the relative change in length of the sample. The graphene hangs down in the hole of the TEM grid (first described in Chapter 3) characterized by an unknown angle $\theta$. The width of the hole of the TEM grid is 7.5 $\mu$m. From the width of the hole, as well as the hanging angle, we calculate the initial height of the graphene membrane as $z_1 = (3750 \text{ nm}) \tan \theta$. After contraction, the height of the graphene sample is given by $z_2 = z_1 - 20$ nm. From these numbers we can calculate the relative change in the length of the graphene membrane before and after contraction. Since we do not have a way to measure the initial hang angle $\theta$ we calculate possible temperature calculations for a range of angles, $\theta = 11^\circ, 5.50^\circ, 0.70^\circ$. From these values we can conclude that that the increase in temperature due to Joule heating is around 10-150 K.

### 4.2 Thermal Mirror Buckling in Graphene

Next, we will combine the $z(V)$ measurements discussed in Chapter 3, with the effects due to the tunneling current. In order to do this, two sets of $z(V)$ curves are obtained. For the first set of $z(V)$ measurements, the tip bias is swept over a range of 0.1-3.22 V for various setpoint tunneling currents. In the second set of data, the tip bias is swept from -0.1 to -3.1 V. Changes in the tip height are recorded as a function of the tip bias.

#### Table 4.1: This table lays out the possible changes in temperature given different geometries for the suspended graphene.

<table>
<thead>
<tr>
<th></th>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha (1/K)$</td>
<td>$-7.0 \times 10^6$</td>
<td>$-7.0 \times 10^6$</td>
<td>$-7.0 \times 10^6$</td>
</tr>
<tr>
<td>$L_0 (\text{nm})$</td>
<td>3750</td>
<td>3750</td>
<td>3750</td>
</tr>
<tr>
<td>$\Delta Z (\text{nm})$</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>$\theta (^\circ)$</td>
<td>11.0</td>
<td>5.50</td>
<td>0.70</td>
</tr>
<tr>
<td>$Z_1 (\text{nm})$</td>
<td>729</td>
<td>361</td>
<td>46</td>
</tr>
<tr>
<td>$L_1 (\text{nm})$</td>
<td>3820</td>
<td>3768</td>
<td>3752</td>
</tr>
<tr>
<td>$Z_2 (\text{nm})$</td>
<td>709</td>
<td>340</td>
<td>24</td>
</tr>
<tr>
<td>$L_2 (\text{nm})$</td>
<td>3816</td>
<td>3765</td>
<td>3752</td>
</tr>
<tr>
<td>$\Delta L (\text{nm})$</td>
<td>$-3.77$</td>
<td>$-1.94$</td>
<td>$-0.2$</td>
</tr>
<tr>
<td>$\Delta T (K)$</td>
<td>144</td>
<td>71</td>
<td>7.8</td>
</tr>
</tbody>
</table>
For each setpoint current value, ten $z(V)$ curves are obtained and averaged together. The results of these measurements are displayed on the righthandside of Fig. 4.3(a). For clarity, only six characteristic curves have been shown—three positive tip bias sweeps and three negative tip bias sweeps. For low setpoint current ($I = 0.1$ nA), the curves are very similar to those seen in the previous chapter. As the tip bias is increased to 1 V, the height of the tip increases by 30 nm. After this, the tip height increases at a much slower rate and eventually plateaus. This measurement is entirely reversible. As the setpoint current is increased to 0.2, 0.5, 1.0, 2.0 and 3.0 nA, the $z(V)$ measurements are qualitatively similar (measurements not shown here).

Increasing the setpoint current beyond this mark leads to an interesting effect. A $z(V)$ curve, taken with a setpoint current of 4.0 nA, is shown just above the $z(V)$ curve that was taken as 0.1 nA. This curve, unlike the others in the figure, is a single measurement, and not an average. As the tip bias is ramped from 0.1-1.0 V, the height of the tip increases by 45 nm. As the tip bias is increased further, little to no movement is seen in the height of the graphene membrane. Then, at a tip bias of 3.0 V, the height suddenly increases by $\sim 40$ nm. Then the height of the tip falls slightly. $z(V)$ measurements taken after this measurement show very little movement. A typical high current measurement is displayed above the 4.0 nA curve. This curve is taken with a setpoint current of 10.0 nA. As the tip bias increases during this measurement, the height of the STM tip increases by 3 nm.

Of course, during these measurements it is important to monitor the tunneling current in order to make sure that it stays near the setpoint value. During the acquisition of the critical $z(V)$ curve ($I_c = 4.0$ nA) the tunneling current was recorded and is displayed in Fig. 4.3(b) as function of the tip bias. During this measurement the setpoint current is nearly constant at 4.0 nA, except for at 3.0 V, when it spikes to $\sim 20$ nA before returning to the setpoint value. This sudden spike in the tunneling current indicates that the graphene membrane is moving faster than the STM tip can respond[70]. However, this is still less than the saturation current (50 nA) so the tip does not crash into the sample.
Topography data was taken before and after the \( z(V) \) measurement. A line profile from the topography scan is shown in Fig. 4.3(c). The line profile shows that that height of the STM tip undergoes some small fluctuations in height. Two-thirds of the way through the scan, there is a large, permanent increase in height. The height after the \( z(V) \) measurement is \( \sim 80 \) nm greater than before the measurement. This is illustrated in Fig. 4.3(a) by displaying the rigid \( z(V) \) above the critical curve.

A second set of \( z(V,I) \) curves were taken and displayed in the lefthand side of Fig. 4.3. These curves are qualitatively the same as the other set, however they have been taken by ramping the tip bias from -0.1 V down to -3.22 V. For this set of data, the critical \( z(V) \) curve occurs at 2.0 nA. Because the electrostatic force between the tip and sample is due to an image, this interaction is always attractive.

### 4.2.1 Discussion

This large, sudden increase in the height of the graphene membrane has been observed before\cite{87, 101}, and is typically referred to as mirror buckling. This refers to a dimple in a membrane, characterized by a given radius of curvature suddenly reversing its curvature. However, these previous studies showed mirror buckling through only the application of an electrostatic force. This is not the case here, where repeated \( z(V) \) measurements at low setpoint currents show that measurement is reversible. It is only after increasing the setpoint current that the buckling event occurs. This clearly indicates that the temperature plays an important role in this buckling event.

A dramatic illustration of the thermal load is demonstrated in Fig. 4.4. The previous algorithm is used to prepare the graphene membrane into a rigid state. A series of \( z(V) \) curves are taken, each with increasing setpoint currents. At a critical value, the graphene buckles as before. This critical curve, displayed in Fig. 4.4(a) is interesting as it shows two buckling events.

If we look at the tunneling current as a function of the tip bias, shown in Fig. 4.4(b), we
Figure 4.3: (a) Constant current $z(V)$ measurements displayed for various setpoint currents. A double arrow indicates that the measurement is reversible. (b) Tunneling current measured as a function of the tip bias acquired simultaneously with the 4.0 nA $z(V)$ curve shown in (a). (c) Topographic scan taken concurrently with the positive bias $z(V)$ curves shows a permanent increase in height. (d) Illustration of the buckled graphene membrane, after the critical $z(V)$ measurement.
see two spikes. These spikes occur at the same tip bias as the jumps. However, both events are below the saturation point for our system, so the tip does not crash.

After the graphene was prepared into the buckled, rigid state as before, as series of constant current 0.1 nm×0.1 nm images were obtained with a tip bias of 10 mV. The tunneling current was slowly increased. As the setpoint current reached 30.0 nA, the height of the STM tip remained constant. Then, almost halfway through this scan, the graphene buckled down as seen in Fig. 4.4(c). This reversed the buckling event brought about by the \( z(V) \) curves. This is a definitive test that the STM tip is capable of exerting a thermal load on the graphene membrane.

4.3 Molecular dynamics simulations

In order to further explore the role of temperature in the buckling event, we had collaborators carry out molecular dynamics simulations. For the computer model, a circular graphene sheet consisting of 1.1 million carbon atoms with a diameter of 0.18 µm was used. The nearly micron size of the sample was necessary because many different length scales are present in this problem, and therefore it was critical for capturing the very important behavior.

We used the AIREBO potential that is particularly well suited for simulating properties of hydrocarbon systems[109]. The circular sheet of graphene in the computational model was divided into four regions as shown in Fig. 4.5. The central region, defined for \( r < 10 \) nm is directly below the STM tip. This region is held at a temperature \( T_c \), that is altered in order to model the effect of the changing tunneling current. A 0.2 nm band at the boundary (89.8 < \( r < 90 \) nm) is held fixed and subjected to a small shear strain (0.1%) and held fixed in space. Moving inward (88 < \( r < 89.8 \) nm) a small region is held at a temperature of 300 K. In the remaining region, containing the remainder of the atoms, the temperature is calculated to fit the conditions of the inner and outer regions.

In order to include the effect of the STM tip bias voltage \( V \), we modeled the tip-sample system as a capacitor whose capacitance \( C \) is governed by the geometry of the tip-apex, as
Figure 4.4: (a) $z(V)$ curve taken with a setpoint current of 5.0 nA. This curve shows two buckling events at 1 and 1.75 V. (b) $I(V)$ curve taken simultaneously with the $z(V)$ data. (c) A series of topographic images of 0.1 nm × 0.1 nm size taken with increasing setpoint currents, and a tip bias of 10 mV. This is a line profile taken from the last topographic image, taken with a setpoint current of 30 nA.
Figure 4.5: (a) The MD simulation is a circle of radius 0.9 µm, containing 1.1 million carbon atoms. It is divided up into four regions. (b) Temperature gradient for the MD simulations when the central region is held at $T_c = 500$ K and the edge of the membrane is held at 300 K.

well as the tip-sample separation. To model the tip-apex, we distributed the charge $q = CV$ according to a Gaussian distribution of width $\sigma = 10$ nm (that is, the size of the central region) over the atoms of the graphene layer, and we assumed the local electric field $E$ is uniform over the region. Both $C$ and $E$ are determined by solving the boundary value electrostatic problem using a finite difference method[110]. In this way, an electric field $F_i = q_i E$ is applied normal to the surface at each atom $i$ during the MD simulation. Since both the applied field and the atomic charges $q_i$ are proportional to the bias voltage, the electric force is proportional to $V^2$.

Owing to the vastness of the system, it was also necessary to narrow the scope of the simulations. It would be impossible to simulate the entire experiment because the bias voltage is swept over two decades, the current is swept over three decades and the experiments run for hours. We focus our attention on what is new and interesting in the MD experiments, which is the role of temperature on the mirror buckling process.

A convex buckled graphene sheet was prepared by placing it under the influence of a 3 V bias, as shown in Fig. 4.3(d). The graphene height distribution for this initial state
is displayed in Fig. 4.6(a). The bias is reduced to 0.22 V, but the shape of the graphene membrane does not move, indicating that the buckled configuration is stable. Next, the temperature was increased $T_c = 500$ K. The simulation evolves for 50 ps and the resulting height density plot is shown in Fig. 4.6. This plot shows a small dimple in the center. Line profiles for both plots are extracted and shown in Fig. 4.6(c). The room temperature simulation, plotted in red, shows a peak at the center. The high temperature simulation, plotted in blue, shows that the membrane has buckled down. A closeup of the central region is shown in Fig. 4.6(d) showing the peak to decrease $\sim 3$ nm.

In order to confirm that the buckling effect is due to the heating, a second simulation is performed. In the second simulation, the bias is set to 0.22 V, but $T_c$ remains at 300 K. The system is then allowed to evolve in time for 50 ps. The height of the membrane is shown as a function of time in Fig. 4.7(a). The height of the central atom is shown as a solid line, while the average height of the central region is shown as a dashed line. The results from the 300 K simulation are shown in red, while the results from the 500 K simulation are shown in green.

When $T_c$ remains at 300 K, the height of the central region does not decrease, and, in fact, increases by 0.5 nm. Then central atom undergoes noticeably more fluctuations. When $T_c$ is instantaneously increased to 500 K, the height of the central atom decreases from 11 nm to 7.5 nm. The fluctuations of the central atom are larger than before.

This scenario is similar to placing an STM tip above a convex graphene membrane. In this configuration, there is an attractive electrostatic force pulling the graphene membrane upwards, while the thermal load induced by heating generates a repulsive force. This results in the graphene membrane buckling away from the tip.

A more pronounced effect can be observed by placing the STM tip over a concave region as seen in the lower section of Fig. 4.7(b). In this image the tip has been placed beneath the graphene membrane in order to maintain consistency with the direction of the height change. The simulation starts with the same initial configuration. This time however, the
Figure 4.6: (a) Height density plot of the initial buckled configuration of the graphene membrane. The tip bias is 3 V, and the temperature of the central region is 300 K. (b) Height density plot of the graphene membrane after 50 ps of heating. The tip bias is 0.22 V and the temperature of the central region is 500 K. (c) Line profiles for the membranes in part (a) and (b), shown to highlight the buckled center (d) Closeup of the line profiles shown in (c).
Figure 4.7: (a) Time trajectory of the average of the central region when the tip is placed over a bump. (b) Time trajectory of the average of the central region when the tip is placed over a depression.
The electrostatic force is pulling the membrane down. When \( T_c \) is increased to 500 K, and the system is allowed to evolve in time for 50 ps. At the end of the 50 ps time period, the height of the central region is now negative, meaning the the ripple has flipped over. In this configuration, both the electrostatic force and the thermal load are acting in the same direction, resulting in a large, quick displacement. This is similar to the medium current curves seen in Fig. 4.3(a).

### 4.3.1 Discussion

These measurements show that the geometry of the graphene membrane affects the thermal load. If the STM tip is placed over a concave graphene bump, then the graphene is pulled upwards towards the tip. As the tunneling current is increased, the graphene is heated. This causes the graphene in a concave configuration to contract away from the tip. So the electrostatic force between the tip and the sample is opposed to the thermal force due to the tunneling current.

When the graphene is placed over a convex graphene configuration, the tip still has an electrostatic attraction to the sample. However, now as the graphene is heated, it again contracts, but this time buckles towards the STM tip. So the electrostatic force and the thermal load are aligned.

Now we can explain the buckling results from the STM experiment. Initially, for low tunneling current, the graphene is in a flexible reversible state. As the tunneling current is increased, the graphene contracts away from the tip. When the tunneling current is large enough, this causes the graphene to take on a convex shape. Then, on the next \( z(V) \) curve, the electrostatic force and thermal load are aligned, resulting a massive buckling event.

There is a difference in the size of the jumps measured by the MD simulations and the STM experiment. However, there is also a change in the scale of the system (0.2 \( \mu \)m for the MD simulations, and 7.5 \( \mu \)m for the STM experiment). The jump in the STM experiment is an order of magnitude larger than that of the MD simulations, however, the size of the
system is an order of magnitude larger as well. There is a difference in the timescales as well. The MD simulations happen in 50 ps, while the STM experiment is on the order of seconds. However, two important points must be raised. The first is that in the MD simulations, the change in temperature is instantaneous, while for the STM experiment, it will take some finite time to heat the graphene sample. The second is that the true motion of the sample could be too fast for instantaneous tracking by the STM tip.

4.4 Electrothermal mechanical device concept

The thermal actuation demonstrated in these thermal buckling measurements, that combined with electrostatic forces could give dual electro-thermal control. This could be exploited to create a device based on electro-thermal actuation. Such a device concept is illustrated
in Fig. 4.8. The device has two inputs, denoted by input 1 and input 2. In the initial configuration, a graphene membrane, connected to the output is buckled towards one of the inputs as shown in Fig. 4.8(a). By heating the first input, the graphene buckles downwards, and connects to the second input shown in Fig. 4.8(b-c) Then the first input is cooled, and the device returns to a state identical to the first, except that the input has been switched. Alternatively we could follow a different scheme. We start with the device in the configuration shown in Fig. 4.8(a). This time, a large potential is applied to the second input (Fig. 4.8). This causes the graphene membrane to buckle downwards (Fig. 4.8). The potential bias is then removed, and then the graphene device is returned to its original state, but with the inputs switched.

4.5 Summary

In this chapter, we have seen a demonstration of the negative coefficient of the thermal expansion in graphene by looking at the effect of heating graphene by way of the tunneling current. By taking $z(V)$ measurements at increasing tunneling current setpoints, we can transition from a smooth reversible measurement to a step-like measurement. This is explained in terms of the negative coefficient of thermal expansion in graphene. MD simulations are performed in order to demonstrate the effect of this thermal control. This shows that buckling can be induced through either an electrostatic or thermal load. This effect could potentially be used to create an electro-thermal actuation device.
Chapter 5

Graphene ripples modeled as a 2D Ising magnet

5.1 Ising Model

The Ising model was first proposed by Wilhelm Lenz as a thesis project for his student Ernst Ising in 1920. This simple, toy model had a chain of magnetic spins, which could be in either an up state or a down state, Lenz suspected that it might undergo a phase transition. The Hamiltonian for this model is given by

\[ \mathcal{H} = -J \sum_{<i,j>} s_i s_j - H \sum_i s_i \]  

(5.1)

where \( s_i \) is the \( i \)th spin, \( J \) is the spin-spin coupling constant and \( H \) is the external field.

The 1D Ising model was solved in Ising’s 1924 thesis, but found that the 1D model underwent no phase transition. Ising then generalized this result, supposing that phase transitions were not possible in any number of dimensions.

This proved to be wrong. Rudolf Peierls demonstrated that the 2D Ising model does indeed undergo a phase transition, although he was unable to find the solution. It took Lars Onsager, in what is generally described as a mathematical tour de force to obtain the solution to the 2D Ising model in 1944[111]. Then, in the 1970s, Leo Kadanoff and Kenneth Wilson showed how to apply the renormalization group to the \( n \)-dimensional Ising model[112].

The Ising model occupies a special place in the realm of physics. It is one of the simplest models to undergo a phase transition. This makes it particularly well suited to studying the
concept of universality classes. Universality is the phenomena in which systems which at a microscopic level have nothing in common, display similar macroscopic behavior around the critical point. A universality class is characterized by a set exponents that govern behavior near the critical point.

It revealed that phase transitions were driven by fluctuations, and so revealed why mean field theories, which by definition consider the fluctuations to be of minimal importance, could never fully describe critical behavior near a phase transition[113].

Although relatively simple, the Ising model has proven to be powerful, and has found use in a number of disciplines[114–122]. It, of course, provided a mechanism for spontaneous magnetization. However the Ising model has also been used to describe island growth on GaAs [120]. A generalized Ising model, in which the coupling parameters $J_{ij}$ can vary from spin to spin can be used to model behavior in neural networks[123, 124]. Its use has even been extended to the social sciences[125].

Due to the coupled, two state nature of ripples in graphene membranes, the Ising model is useful for describing the behavior of the ripples. Theoretical work by Bonilla and Carpio has looked at Ising spins coupled to the carbon atoms in a graphene membrane. These spins force the carbon atoms either up or down, resulting in the formation of a stable, rippled membrane[126–128]. Earlier studies have found some 2D membranes can undergo a wrinkling transition, and that this transition is similar to that of an Ising spin glass[129].

In this chapter we look at the behavior of suspended graphene membranes. We observe a transition for a flexible, reversible state to a rigid state. In the rigid state, it is possible to obtain atomic scale images of the graphene membrane. We model this transition using the celebrated 2D Ising model, and characterize the transition using four of the six critical Ising exponents.
5.2 Experimental Results

A series of $Z(V)$ curves taken with increasing setpoint currents are presented in Fig. 5.1(a). At a setpoint current of 0.1 nA, the tip bias is swept from 0-3.22 V, and the membrane is displaced a total distance of 46 nm. This is a reversible measurement. Increasing the setpoint current to 0.2 nA, results in an increase in the total displacement of the membrane during the measurement. This time, the total displacement is 55 nm. Further increase of the setpoint current to 0.5 nA results in a displacement of 57 nm. All three curves are reversible.

There is a fundamental change in the behavior of the $Z(V)$ curve as the setpoint current is increased to 1.0 nA. As the tip bias is ramped from 0.1-0.5 V, the height increases by 12 nm. At 0.5 V, there is a sudden 10 nm jump in the height of the membrane. As the tip bias continues to increase from 0.5 to 2.5 V, there is a slow increase in the height of the membrane from 25-30 nm. At 2.5 V, another jump occurs, resulting in a increase of height of another 25 nm, so that the final height of the membrane is 63 nm. Over the final stage of the tip bias ramp, from 2.5-3.22 V, there is little to no increase in the height of the membrane.

Increasing the setpoint current further, to 5.0 nA results in $Z(V)$ curves taken with very small increases in the height. These curves are reversible. Interestingly, even if the setpoint current is lowered below the critical setpoint, the $Z(V)$ curves still show very little movement.

The measured tunneling current is shown as a function of the tip bias in Fig. 5.1. This shows that the tunneling current is essentially held constant at the setpoint current value of 1.0 nA, except for spikes at 0.5 and 2.5 V. These current spikes mark points at which the membrane was moving too fast for the tip respond in time. However, both spikes are well below the saturation point of 50 nA, so we know that the tip did not crash, and the height of tip is faithfully tracking the movement of the membrane.

A topography map was acquired simultaneously with the critical $Z(V)$ curve. A line profile taken from the topography map is displayed in Fig. 5.1(c). This shows that after the critical $Z(V)$ measurement, there is a permanent increase in the height of the tip. The frozen
Figure 5.1: (a) A series of constant current $Z(V)$ curves taken at increasing setpoint current values. The red curves show the flexible, reversible state. The black curve shows the critical, irreversible state, and the blue curve shows the rigid, reversible state. These curves have been displayed with a slight offset for clarity (b) Tunneling current shown as a function of the tip bias for the critical $z(V)$ curve. (c) Line profile taken from a topography map acquired at the same time as the $z(V)$ curves. This line profile shows that the increase in tip height is permanent.

$Z(V)$ curves have been place above the critical curve to reflect this permanent increase in the height.

In the frozen state, it is possible to obtain images of graphene. A 6 nm × 6 nm image of graphene is shown in Figure 5.2(a). Here the honeycomb lattice can be resolved, and the image shows an overall curvature. The image can be characterized statistically by taking the site-site correlation as seen in Fig. 5.2(b). A line profile, taken diagonally across the image and displayed in Fig. 5.2(c). The line profile is peaked at the center, and then decays sharply, although it shows some small undulations due to the atomic corrugation. A log-log plot of the data is shown in Fig. 5.2(d). In the log-log plot, a line with a slope of 0.25 is shown for comparison.
Figure 5.2: (a) Constant current, filled state STM image measuring 6 nm × 6 nm of a suspended graphene sample taken with a tip bias of 0.1 V and and setpoint tunneling current of 1.0 nA. (b) Site-site correlation function computed from the STM image in (a). (c) Line profile extracted from the site-site correlation function going from the bottom left corner, passing through the center of the image and ending in the top right. (d) Log Log plot of the positive half of the correlation function from (c). For comparison, a line with slope 1/4 is shown plotted with the line.
5.3 Theoretical Methods

To model the experimental results, the thermodynamic behavior of a modified 2D Ising magnet was simulated as a function of an external field having spatial dependence $h(r)$, and temperature $T$.

We can model the behavior of the graphene membrane using the Metropolis algorithm. The Metropolis algorithm is a well known single spin flip algorithm[130]. In this method, a lattice site is selected at random. The spin at the site is flipped, and the change in the energy between the two states is computed. If flipping the spin lowers the energy of the system, the change is accepted. If it raises the energy of the system, then the change is accepted according to the Boltzmann probability

$$p_i \propto \exp \left( \frac{\Delta E}{kT} \right) \quad (5.2)$$

The Hamiltonian used to calculate the energy of the system is given by

$$\mathcal{H} = -J(M) \sum_{<i,j>} s_is_j - h(r) \sum_i s_i \quad (5.3)$$

where the individual Ising spins $s_i$ represent the ripples of the graphene membrane, having either positive, or negative curvature. $J(M)$ is the coupling energy between spins, and is dependent upon the total magnetization

$$M = \sum_i s_i \quad (5.4)$$

The external field, $h(r) = h_0 e^{-r/\xi}$ is assumed to show an exponential decay with distance characterized by the correlation length $\xi$. We associate $J(M)$ with the elastic energy of the ripples. Local heating (due to the increasing tunneling current) contracts the graphene and increases $J(M)$ such that ripples are no longer favored. The last term in the Hamiltonian is related to the electrostatic energy between the tip and the sample and breaks the up-down
symmetry.

In the floppy state of graphene \( J(M) = -1 \) yields the desired antiferromagnetic coupling between nearest neighbor spins, while in the rigid state, \( J(M) = 2 \) is used to provide the desired ferromagnetic coupling. We performed Monte Carlo simulations using the Metropolis algorithm at different temperatures (in units of \( J/k_B \)) on a hexagonal square lattice with 96000 sites but having an overall nearly square layout\[130–132\]. An individual spin \( s_i \) represents an entire ripple, having a diameter of 10 nm, which contains \( \sim 1000 \) carbon atoms, giving us a scale transformation compared to Bonilla and Carpio\[126, 128\].

5.4 Numerical Results

Five characteristic magnetization-field \( M(H) \) simulation curves are displayed in Fig. 5.3. All simulations were completed for strategic values of \( J, T, \) and \( \xi \) (as labeled). The three lowest dashed curves (red) are characterized by a continuous, reversible increase in magnetization as the field increases. Notice that as the temperature is lowered, the overall magnetization increases slightly, as expected. Qualitatively, the three lower simulations are similar to the experimental \( z(V) \) curves, with \( z \) playing the role of the order parameter, the bias voltage playing the role of the external field, and tunneling current playing the role of the temperature. However, as the tunneling current is increasing, the temperature in the Ising model simulation needs to be lowered in order to reproduce a similar trend. The next simulation result has a small jump followed by a larger permanent jump (as indicated by the one-way arrows). During the simulation run the first jump occurred because we increased the correlation length \( \xi \) from 8% to 11% (this length is compared to the inner radius of the simulation). The second jump occurs because the magnetization has reached 60-70% of its maximum, and at this point the overall nearest neighbor coupling, \( J(M) \) is changed to be +2. This value, at the simulation temperature, makes the system ferromagnetic and below \( T_c \). Therefore, even as the external field is lowered back to zero, the system stays ordered and follows the upper simulation dashed curve (blue) thereafter (as indicated by the
Figure 5.3: Dashed lines show the isothermal magnetization of a 2D Ising magnet for various values of $J$, $T$ and $\xi$ as labeled in the figure. These curves have been offset slightly for clarity. Along the righthand side, from top to bottom are real space images for different magnetization values as labeled.
Figure 5.4: (a) Cartoon showing the graphene membrane in rigid state (top) and the rippled, flexible state (bottom). (b) Schematic showing the graphene membrane at low (left) and high (right) temperatures. The dashed line gives the shape of the graphene membrane for low tip bias values, and the solid line gives the shape at high tip bias values. Curved up (down) ripples represent spin up (down) elements.

5.5 Discussion

Experimentally, as we sweep through a wide range of voltages and then step through a large range of tunneling currents we are, in effect, hunting for the proper condition where the freestanding graphene will change from a floppy trampoline-type geometry as shown schematically in the upper model in Fig. 5.4(a) to a more rigid, larger, single curvature type structure shown in the lower model of Fig. 5.4(a). The reason the system changes its configuration is highlighted in a simple cross-sectional illustration with more details shown in Fig.5.4(b). At low current and low voltage, the graphene model is shown in Fig. 5.4(b). As the voltage is increased (shown by the solid curve on the left side), the ripples reverse their orientation and provide a mechanism for greater perpendicular displacement[133]. Next, as
Figure 5.5: The critical potential plotted vs the critical tunneling current for several Ising-like transitions. (inset) One such set of data, along with labels for the critical exponents.

the current is increased, the graphene is heated and contracts, as depicted in the shorter wavelength illustration shown with the dashed curve in the right image of Fig. 5.4(b). The contraction leads to a larger elastic energy build up (like a compressed spring), making the system more unstable to perpendicular movement. This is similar to Euler buckling when a system is under uniaxial compression[134] (i.e., a vertical column buckling under too much weight). When more voltage is applied at the higher tunneling currents, the system suddenly jumps to form a larger structure which is both rigid and stable. This final state is the line in Fig. 5.4(b). Notice, that the role of temperature in our Ising model is two-fold. Temperature increases the entropy of the system as it normally would, but temperature also causes a contraction which increases the internal energy of the system and ultimately drives the change in geometry.
<table>
<thead>
<tr>
<th>Quantity</th>
<th>2D Ising Ferromagnet</th>
<th>Freestanding Graphene Ripples</th>
<th>Measured Value</th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pair Correlation Function ($T = T_c$)</td>
<td>$G(r) \sim r^{-\eta}$</td>
<td>$G(r) \sim r^{-\eta}$</td>
<td>$\eta = 0.27 \pm 0.03$</td>
<td>0.25</td>
<td>0.04</td>
</tr>
<tr>
<td>Critical Isotherm ($T = T_c$)</td>
<td>$M \sim H^{1/\delta}$</td>
<td>$</td>
<td>Z - Z_c</td>
<td>\sim</td>
<td>V - V_c</td>
</tr>
<tr>
<td>Spontaneous Polarization</td>
<td>$M \sim</td>
<td>T - T_c</td>
<td>^\beta$</td>
<td>$</td>
<td>Z - Z_c</td>
</tr>
<tr>
<td>Susceptibility ($\chi$)</td>
<td>$\partial M/\partial H \sim</td>
<td>T - T_c</td>
<td>^{-\gamma}$</td>
<td>$</td>
<td>\partial Z/\partial V</td>
</tr>
</tbody>
</table>

Table 5.1: Measured critical exponents with predicted 2D and 3D values. $V_c$ and $I_c$ are the voltage at which the jump of height $Z_c$ occurred for a particular dataset.
A large number of additional $z(V, I)$ data sets were acquired throughout the freestanding graphene surface and across numerous samples and the results are collected together in Fig. 5.5. All the current-voltage data pairs at which graphene transitions from flexible to rigid are shown as open circles. When the voltage range is reduced, we found that the sudden permanent jump to the rigid state still occurred, but at a much higher tunneling current setpoint; similarly when the voltage range was expanded, the jump then occurred at a much lower tunneling current setpoint. For the highest voltage range sweeps (0.01 to 10 V) graphene would sometimes tear, while for the lowest voltage range sweeps the jump to the rigid state would sometimes not occur (note that most of the sweeps were in the normal range of up to 3 V so most of our data is for this condition). The overall result is consistent with $1/I^2$ behavior, in which thermal contraction at higher currents permits a lower voltage to drive the system into the rigid state. Remarkably, this trend also mimics the behavior of the critical field as a function of temperature for some ferromagnetic systems (i.e., $H_c$ vs. $T$)[135]. Another, larger $z(V)$ data set showing the flexible state in red, a single jump $z(V)$ in black, and then several rigid $z(V)$ curves in blue. Notice, the jump occurs when the total height reaches 60-70% of the maximum.

The constant-current $z(V)$ data sets shown in Fig. 5.5 along with the STM image shown in Fig. 5.6 all provide strong evidence that this system follows the 2D Ising magnet Hamiltonian. However, quantifying a system’s dimensionality and internal degrees of freedom requires the measurement of critical exponents. The large data set acquired as a function of current, voltage, and displacement made it possible to determine four of the six static 2D universal critical exponents, as listed in Table 5.1. Measuring just two of the critical exponents is enough to calculate the other six; so their interrelationships can be tested by measuring four. The pair correlation critical exponent $\eta$ is a measure of the average domain size at the critical point. It was measured from the decay of the correlation function for several STM images similar to the one shown in Fig. 5.2, and our average value is in good agreement with the 2D Ising prediction. The critical isotherm exponent, $\delta$ characterizes the increase in
height with bias voltage along the critical isotherm (constant current). Its is calculated using the \( z(V) \) data curve just after the sudden permanent increase in height and assumes that the electric field scales linearly with tip bias in the range of interest. Next, the spontaneous polarization critical exponent \( \beta \) describes the slow increase in height with temperature, in the ordered state and near the critical temperature. It is calculated using all the height current data sets acquired just after the sudden permanent jump for all the tip biases in the region of the jump, while assuming (from resistive heating arguments) that the local temperature increases with \( I^2 \) for the graphene beneath the STM tip[70]. Finally, the susceptibility critical exponent \( \gamma \) is a measure of how the susceptibility \( \partial z/\partial V \) changes with temperature near the critical point. It is calculated for all the high-current data sets acquired just after the sudden permanent jump. This large set of critical exponents are all within the 2D Ising universality class[113], and therefore provide a rigorous testament of freestanding graphene’s 2D Ising behavior.

One fascinating aspect for each of these data sets is that the transition from the flexible state (above \( T_c \)) to the rigid state (below \( T_c \)) occurs with increasing current, that is, when heating up the sample, which is opposite to the usual 2D Ising magnet behavior. This is a consequence of graphene’s unusual negative thermal expansion coefficient[86, 108, 136–138]. Graphene contracts rather than expands when heated. Thus, when graphene is heated and the internal tension increases, this changes the coupling between the nearest-neighbor ripples. In effect it alters the lowest energy configuration for graphene from the antiferromagnetic state to the bulged out ferromagnetic state.

5.6 Summary

In summary, this study successfully applied the 2D magnetic Ising model to the technologically-important freestanding graphene system. Four universal 2D critical exponents were measured, twice the number required, using constant-current STM displacement measurements in concert with atomic-resolution STM surface images. Unexpectedly, a transition was ob-
served between a flexible state and a rigid state as the sample was heated (opposite the 2D Ising system); this is explained in terms of the negative thermal expansion properties of graphene. We presented a model in which individual graphene ripples are the spins of a 2D magnet, with the distinction that the elastic energy of the ripples increase during heating due to thermal contraction. What we observe is that once the elastic energy increases above a certain level the freestanding graphene ripple geometry transforms from antiferromagenetic ordering to ferromagnetic ordering.
Figure 5.6: (a) Plot showing the data used to calculate the critical exponent $\delta$ (b) Plot showing the data used to calculate the critical exponent $\beta$ (c) Plot showing the data used to calculate the critical exponent $\gamma$
Chapter 6

Conclusion

Graphene is a material that shows great technical promise. It has amazing electronic properties, and also shows potential for mechanical applications. Suspended graphene is particularly useful as its properties are unaffected by external strains or charge puddling that is observed in graphene samples supported by various substrates. In this dissertation I have shown how to manipulate graphene on a nanometer scale using scanning tunneling microscopy.

First, I demonstrate the effects of the tip bias on a suspended graphene membrane. Bringing a biased STM tip to within a short distance of a suspended graphene sample leads to an electrostatic attraction between the tip and the sample. When using the STM tip to image suspended graphene membranes, this attractive force leads to an enhanced atomic corrugation up 20 times larger than the expected value. This size of this corrugation shows a dependence upon the scan speed of the STM tip. This indicates that the suspended graphene is moving under the influence of the STM tip. In addition, by sweeping the tip bias over a predetermined range we can generate a large electrostatic attraction between the tip and the sample. By sweeping the tip bias while maintaining a constant setpoint current, and monitoring the resulting changes in the height of the STM tip, it is possible to observe reversible displacements of the graphene membrane between 20-70 nm. This physical movement of the graphene sample under the influence of the STM tip can lead to changes in the electronic structure of graphene.

Next, I explore the effects of the setpoint current on the behavior of the graphene mem-
brane. Increasing the setpoint current leads to local heating of the graphene sample. Since graphene has a negative coefficient of thermal expansion, as it is heated, it pulls away from the STM tip. This shows that using STM we can generate a thermal load. The sign of the thermal load depends upon the geometry of the graphene sample. If the thermal load is aligned with the electrostatic load from the STM tip, large buckling events can be generated. These buckling events mark the transition of the graphene sample from a dynamic, flexible configuration to a rigid, static one.

Finally these buckling transitions are described using the language of the 2D Ising model. The ripples, with either positive or negative curvature can be described as individual Ising spins. Using Monte Carlo simulations, the buckling transition is modeled as an antiferromagnetic to ferromagnetic transition. In addition, due to the wealth of $z(V,I)$ data collected with the STM, this transition can be characterized using four of the six static critical exponents of the 2D Ising model. This measurement places the graphene in the Ising universality class.

This work shows the promise of graphene in the context of electrothermal mechanical devices. This buckling transition could form the basis of a graphene based electrothermal mechanical actuator.
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Appendix B

Code for 2D Ising Model

Here is the FORTRAN90 code for the Monte Carlo simulations carried out in Chapter 5

! Start by defining constants that will be used all over the code
!

!J: defined below
!r00: Size of the STM tip
!potmin: min value of potential
!potmax: max value of potential
!temperature: Temperature of the simulation
!dim1,dim2: Define the size of the lattice
!maxiter: number of Monte Carlo step per subcalculation
!npt: number of potential values,
!nkt: number of temperature values
!spin: this is where we store the spin

module constants
real(kind=8) :: J
real(kind=8), parameter :: r00=37.0D0
real(kind=8), parameter :: potmin=0.1D0
real(kind=8), parameter :: potmax=200.0D0
real(kind=8), parameter :: temperature=2.0D0
integer, parameter :: dim1=240, dim2=400
integer, parameter :: maxiter=5000000
integer :: npot= 400, nkt=4

integer, dimension(dim1*dim2) :: spin
logical, parameter :: afm=.true.
logical, parameter :: cold=.false.
end module constants

!
! Subroutine to define a hexagonal lattice
!

subroutine lattice(d1,d2,r)
implicit none
!4 atoms per cell
integer, intent(in) :: d1, d2
real(kind=8), dimension(d1*d2,2), intent(inout) :: r
real(kind=8), dimension(4,2) :: r0
real(kind=8), dimension(2) :: lattice1, lattice2
integer :: dim1, dim2
integer :: i, j, k

dim1=d1/2
dim2=d2/2
r0(1,:)=(/0.0D0,sqrt(3.0D0)/2.0D0/)
r0(2,:)=(/0.5D0,0.0D0/)
r0(3,:)=(/1.5D0,0.0D0/)
r0(4,:)=(/2.0D0,sqrt(3.0D0)/2.0D0/)
lattice1=(/3.0D0,0.0D0/)
lattice2=(/0.0D0,sqrt(3.0D0)/)
k=0
!row
do i=1,dim1
do j=1,4
  k=k+1
  r(k,:)=r0(j,:)+(i-1)*lattice1
end do
end do

!column
do i=2,dim2
do j=1,4*dim1
  k=k+1
  r(k,:)=r(j,:)+(i-1)*lattice2
end do
end do
! Save grid of positions
!open(unit=1,file="honey.xyz")
!write(1,*) 4*dim1*dim2
!write(1,*)
!do i=1,4*dim1*dim2
! write(1,*) " C", r(i,:), 0.0
!end do
!close(unit=1)
end subroutine lattice

!
! Main Program
!

program ising2d
use constants
implicit none
integer  k, ii, jj, ipot, ikt, l

! ----- variables for portable seed setting -----  
INTEGER :: i_seed
INTEGER, DIMENSION(:), ALLOCATABLE :: a_seed
INTEGER, DIMENSION(1:8) :: dt_seed
! ----- end of variables for seed setting -----
real(kind=8) :: r, eold, pot, deltae, e0, dpot, r3(3)
real(kind=8) :: rr(dim1*dim2), pot0
real(kind=8) :: kt, p
real(kind=8) :: magnetization, temp
real(kind=8), dimension(:), allocatable :: potential
real(kind=8), dimension(:,,:), allocatable :: r0
real(kind=8), dimension(:), allocatable :: val1
real(kind=8), dimension(:), allocatable :: val2
INTEGER, DIMENSION(:), ALLOCATABLE :: nvo
INTEGER, DIMENSION(:,,:), ALLOCATABLE :: ind
character(len=64) :: filename

! Save some memory for
! r0--Atomic Positions
! nvo--Adjacency Matrix
allocate(r0(dim1*dim2,2))
allocate(nvo(dim1*dim2))
nvo=0
allocate(ind(dim1*dim2,3))

! Call the lattice subroutine in order to define the hexagonal
lattice positions call lattice(dim1, dim2, r0)
! Center the atoms in order to place the tip at (0,0)
do ii=1,2
r0(:,ii)=r0(:,ii)-sum(r0(:,ii))/dim1/dim2
end do

! Set the size of the interaction between the STM tip and various spins
allocate(val1(dim1*dim2))
do ii=1,dim1*dim2
val1(ii)=exp(-sqrt(r0(ii,1)**2+r0(ii,2)**2)/(0.75*r00))
end do

allocate(val2(dim1*dim2))
do ii=1,dim1*dim2
val2(ii)=exp(-sqrt(r0(ii,1)**2+r0(ii,2)**2))/(r00)
end do

! Compute the adjacency matrix. We will use
! periodic boundary conditions
do ii=1,dim1*dim2
do jj=ii+1,dim1*dim2
    do k=-1,1
        do l=-1,1
            if(sqrt((r0(ii,1)-r0(jj,1)+k*3.0D0*dim1/2.0)**2 + (r0(ii,2)-r0(jj,2)+l*dim2*sqrt(3.0D0)/2.0)**2)<1.2) then
                nvo(ii)=nvo(ii)+1
                nvo(jj)=nvo(jj)+1
                if(nvo(ii)>3 .or. nvo(jj)>3) stop "too many neighbors"
                ind(ii,nvo(ii))=jj
                ind(jj,nvo(jj))=ii
            end if
        end do
    end do
end do
if(nvo(ii)/=3) write(*,*) ii, nvo(ii)
end do

! Use the current time, in order to generate
! random seed for lattice
CALL RANDOM_SEED(size=i_seed)
ALLOCATE(a_seed(1:i_seed))
CALL RANDOM_SEED(get=a_seed)
CALL DATE_AND_TIME(values=dt_seed)
a_seed(i_seed)=dt_seed(8); a_seed(1)=dt_seed(8)*dt_seed(7)*dt_seed(6)
CALL RANDOM_SEED(put=a_seed)
DEALLOCATE(a_seed)

! ! ----- Done setting up random seed -----  

! Set up the sweep over the potential (tip bias)
dpot=(potmax-potmin)/(npot-1.0D0) ! Define potential spacing
allocate(potential(2*npot)) ! Save memory for potential values
potential(1)=0.0 ! Potential starts at zero
potential(2*npot)=0.0 ! Potential ends at zero
do ipot=2,npot ! Potential runs from potmin to potmax
potential(ipot)=potential(ipot-1)+dpot
potential(2*npot-ipot)=potential(ipot)
end do

! initial magnetization
magnetization=0.0D0
! do ikt=1,nkt ! loop over temperatures (i.e. injected current)
k=temperature
do ipot=1,npot ! loop over potential from tip
pot=potential(ipot)
if((ipot==1.or.cold).and..not.afm) then
call random_number(rr)
write(*,*),"First step", ipot==1, cold, "temperature=",k
do ii=1,dim1*dim2
spin(ii)=1
if(rr(ii)<=0.5) spin(ii)=-1
end do
at the beginning of each sweep, we redefine
the grid at AFM (i.e., presumably the
ground state in graphene)

else if(ipot==1.and.afm) then
write(*,*) "First step AFM ", "temperature=" , kt
spin=0
spin(1)=1.0
Do while(sum(abs(spin))<dim1*dim2)
doi=1,dim1*dim2
if(spin(ii)==0) cycle
doj=1,nvo(ii)
spin(ind(ii,jj))=-spin(ii)
end do
deno end do
end if

loop over Monte-Carlo
loopi:do k=1,maxiter
!note that in this version of the code, we do not use r3(2)
call random_number(r3)
!Randomly select a position
ii=int(r3(1)*dim1*dim2)+1
! Find the tip effect on this atom
if(pot<37.25) then
  pot0=pot*val1(ii)
else
  pot0=pot*val2(ii)
end if

! Define the lattice to be antiferromagnetic
if(pot<150) then
  J= -1
else
  J= 2
end if

! Run the Metropolis algorithm to decide
! whether or not to flip the spin
call spin_flip(ii,r3(3),kt,J,pot0,ind)
end do loopi

magnetization=0.0D0
do ii=1,dim1*dim2
  magnetization=magnetization+spin(ii)
end do
magnetization=magnetization/(dim1*dim2)
write(1,*) kt, dpot*(ipot-1), magnetization, pot
end do
write(filename, '(i3)') ikt
filename="spin.dat"//adjustl(filename)
call plotspin(r0, spin, dim1*dim2, trim(filename))
write(*,*) "Final Magnetization=", magnetization, "at temperature: ", kt
write(1,*)
!end do
end program ising2d

subroutine plotspin(r,spin,nat,filename)
implicit none
real(kind=8), dimension(nat,2), intent(in) :: r
integer, dimension(nat), intent(in) :: spin
integer, intent(in) :: nat
character(*), intent(in) :: filename
integer :: i
open(unit=2, file=trim(filename))
do i=1,nat
write(2,*) r(i,:), spin(i)
end do
close(unit=2)
end subroutine plotspin
! Subroutine: This is where we apply the Metropolis algorithm
! to decide whether or not to flip a spin
!

subroutine spin_flip(i,r,kt,JJ,pot,ind)
! From the constants module, we grab the spin lattice
    use constants, only : spin, dim1, dim2
! as well as the dimensions of the lattice
implicit none
! Sets spin lattice position
integer, intent(in) :: i
integer, dimension(dim1*dim2,3), intent(in) :: ind
! Set potential, distance from tip, spin-spin coupling constant
real(kind=8), intent(in) :: pot, r, JJ, kt
! Temperature
real(kind=8) :: temp, DeltaE, proba

    temp=-JJ*(spin(ind(i,1))+spin(ind(i,2))+spin(ind(i,3)))
! Find the difference in Energy between the two states
    DeltaE=-2.0D0*(temp*spin(i)-pot*spin(i))
! Flip the spin
    spin(i)=-spin(i)
if(DeltaE<0.0D0) return
! If change in Energy is negative, then we might flip it back
proba=dexp(-DeltaE/kt)
if(proba>r) return
spin(i)=-spin(i)
return
end subroutine spin_flip