In this thesis, we investigate how neural networks learn from the experiences of peers through periodic weight averaging. We present a novel approach that leverages the insights gained from other networks to improve the performance of individual models. Our method involves periodically averaging the weights of multiple networks, thereby allowing each to benefit from the collective knowledge of the group.

The results demonstrate that this technique significantly enhances the generalization capabilities of neural networks, particularly in scenarios with limited data. The periodic weight averaging scheme enables the models to adapt and evolve in a manner that is more aligned with real-world experiences, ultimately leading to superior performance in various test environments.

This work contributes to the broader field of machine learning by offering a practical strategy for harnessing the wisdom of crowds in neural network training. The insights gained from this research can be applied across a range of domains, from natural language processing to computer vision, thereby broadening the applicability of our approach.

In conclusion, the investigation of periodic weight averaging as a means of learning from peers in neural networks opens up new avenues for improving model efficiency and performance. Further exploration in this area promises to unlock additional benefits, making this approach a valuable addition to the toolkit of contemporary machine learning practitioners.
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Abstract

We investigate a method, weighted average model fusion, that enables neural networks to learn from the experiences of other networks, as well as from their own experiences. This method is inspired by the social nature of humans, which has been shown to be one of the biggest factors in the development of our cognitive abilities. Modern machine learning has focused predominantly on learning from direct training, and has largely ignored learning through social engagement with peers, neural networks with the same topology. In order to explore learning through engagement with peers, we have created a way for neural networks to teach each other. Our method allows neural networks to exchange knowledge by combining their weights. It calculates a pairwise weighted average of the weights of two neural networks, and then replaces the existing weight with the new value. We find that weighted average model fusion successfully enables neural networks to learn from the experiences of their peers and combine it with the knowledge that is gained from its own individual experiences. Additionally, we explore the effects that several meta-parameters have on model fusion to provide deeper insights into how it behaves in a variety of scenarios.
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Chapter 1

Introduction

One thing that makes humans unique is our exceptional cognitive abilities. Studies have shown that the “ultra-social” nature of humans has been a major influence in the development of human intelligence [12]. However, in machine intelligence methods for exchanging knowledge between peer machine learning models have not been widely investigated. Most machine learning techniques learn by first-hand pattern presentation; making observations about the data and refining their internal representations over time. In this paper we introduce a method for fusing neural network models together, and we validate its effectiveness for learning from second-hand experiences. This method can enable neural networks to learn indirectly from each others’ experiences, while still achieving comparable levels of accuracy to that of a single model trained by all of the data.

Neural networks are powerful machine learning models that can theoretically approximate any arbitrary function [14]. Iterative weight training methods, such as stochastic gradient descent [2], AdaGrad [8], RMSprop [21], Adam [15], have been generally effective at refining models to fit training data. By altering the weights, these methods slowly refine the function that can accurately describe the training data and make more accurate predictions. So the weights store the knowledge of the neural network. Our approach is based upon this idea that by iteratively combining the weights of two networks, at certain intervals during the training process, we can effectively pass knowledge between two neural networks. This is most applicable in scenarios where data is distributed.

For example there are over five thousand hospitals in America and even more throughout the world. Each one has a large storage of patient information, which is often of a personal and sensitive nature. Mining that data is not currently feasible because existing models require the data be aggregated at a central location, and hospitals are not allowed to share their data due to restrictive privacy laws. Weighted average model fusion provides a way to learn without aggregating data.
Model fusion enables deep neural networks to benefit from training that has been applied to peer neural networks. The big raw data stays on the local device, while models (which are typically orders of magnitudes smaller) are exchanged between peers at infrequent intervals. The resulting neural networks have only seen a local portion of the raw data, yet perform as if they had been trained on all of it.

Another example of learning that requires the aggregation of data is smart grid technology, where devices are placed throughout a city. Using weighted average model fusion these devices can learn based upon the collective experience of all devices to more accurately perform their tasks. Additionally, the image processing models or navigation models of a self driving car can learn not just from its own experiences but from the experiences of a multitude of cars, without having to collect data from other cars. Our method can circumvent the data collection process and attack the problem directly. By combining the weights of neural networks these models can gain insights that, without data aggregation, they would not have. Bypassing data aggregation is a benefit of machine learning models have the capability of exchanging insights gained from their individual experiences.

Allowing neural networks to exchange knowledge with one another draws inspiration the social
nature of humans, which has been shown to be a significant aspect of how humans learn. A study done in 2007 determined that while some species of apes behave socially or culturally, these interactions are not their primary way of learning [12]. That same study performed tests on a 2 year old human child, before it had any form of formal education, a chimpanzee, and an orangutan. On physical cognition tests, all three participants performed similarly, but on social cognition test the human child performed considerably better. These results demonstrate the innate ability that humans have to learn through social interactions. There is evidence to suggest that these social interactions were the driving force behind the evolution of human intelligence [4].

This type of learning is very powerful. Due to the significant impact it has on human intelligence, we believe that learning through social interactions merits investigation as an approach to machine learning. In this paper we introduce a new technique, that enables neural networks to learn from one another, and explore the effects of its various parameters.

**Thesis Contributions**

To support these claims, this this provides the following contributions:

1. We present a method of combining neural networks using a pairwise weighted averaged of the weights of the neural network.

2. We present three different fusion topologies that describe the manner in which pairs of neural networks are fused together.

3. We demonstrate that our method for allowing neural networks to learn from each other can predict with similar accuracy to that of a single model trained by all of the data.

4. We define the meta-parameter the fuse rate and explore the effects it has on weighted average model fusion.

5. We define the meta-parameter the frequency and explore the effects it has on weighted average model fusion.
Organization

The remainder of this thesis is organized as follows:

Chapter 2 provides an overview of the related work. In Chapter 3, we describe the method, weighted average model fusion, that allows neural networks to exchange knowledge. We also detail three separate fusion topologies: Random, Ring and Hypercube. Next in Chapter ??, the methods for model fusion and fusion topologies are thoroughly tested and evaluated. We also investigate how the meta-parameters of model fusion affects the prediction accuracy of the resulting neural networks. Finally, we conclude in Chapter 5.
Chapter 2

Background

There have been many algorithms developed with the goal of combining neural networks together. The most well established approach to this problem is ensembles. There have been many ensemble techniques that have been developed over the years that combine the results of neural networks. Ensembles of neural networks originated from Hansen and Salamon’s work [11]. Since then there have been numerous studies done that build on their work, Multiple Networks Fusion using Fuzzy Logic [6], Ensembling neural networks: Many could be better than all [23], Neural Network Ensembles, Cross Validation, and Active Learning [16], Design of effective neural network ensembles for image classification purposes [10], Evolutionary multi-objective generation of recurrent neural network ensembles for time series prediction [20] and Stochastic Multiple Choice Learning for Training Diverse Deep Ensembles [17].

Ensemble techniques combine the output of each neural network in a variety of different ways. There has been a fair amount of research that has gone into developing the best approach of combining the outputs of multiple machine learning models together. However, this is a direct contrast to our approach. Our technique takes the weights of neural networks and intelligently combines them together to improve the internal representation of both networks. Allowing both networks to make more accurate predictions as opposed to having multiple network make prediction, and leveraging multiple prediction to enhance accuracy. Ensemble techniques are also not sufficient to address the hospital problem described in the previous section because the insights into how much each input features determines a specific output can be leverage by combining the outputs themselves. The impacts these features have are saved in the weights of the network. So by combining the weights the neural network will have a more robust internal representation of the problem.

There have been several other approaches that allow neural networks to train other networks. Caruana and his collaborators first showed that it was possible to compress the knowledge of an
ensemble into a single mode[3]. In addition to their work researchers at Google have developed similar algorithms [13]. Deep networks have been shown to be able to handle much larger and more complex tasks than shallow networks. The algorithms presented in these papers both use a deep network to train a shallow network. Showing that shallow networks have the potential to perform just as well on complex tasks.

There is another algorithm for transferring knowledge between neural networks called Net2Net [5]. Net2Net uses an existing teacher network to train a student network. Unlike other algorithms that compress the model [13] [3] [5], this approach expands the model. They have two separate algorithms: one for expanding the number of weight within a layer and one for expanding the number of layer in a network. Both algorithms take nodes or layers from a teacher network and incorporate them into a student network. This change in the topology makes the training process faster because some of the weights, in the layer, already have values. Unlike our technique, these methods involve a retraining process. Our technique fuses networks together as they are trained, so the learning enhancements occur at training time.

There has also been work on parallelizing stochastic gradient descent for training deep networks. An algorithm called HogWild [18] calculates the gradients of parallel networks and combines the gradients of each network to update the centralized neural network. Another algorithm called Elastic Averaging SGD [22] finds a running average of parallel networks as an update rule. These methods are similar to our approach, but they are an attempt to parallelize training of a centralized model to decrease training time. Our approach seeks to train distributed models to demonstrate the effectiveness of neural networks learning from each other.

There has also been work done with averaging the weights of single-layer perceptrons [1], referred to as “Wagging”. “Wagging” seeks to improve predictive accuracy for a single layered perceptron. We seek to enable applications that require training of multilayer perceptrons, without aggregating the data.
Chapter 3

Methods

When training a neural network an optimization method is used to refine the model by making changes to the weights.

Model Fusion

\begin{algorithm}
\caption{Weight Averaging Model Fusion}
\begin{function}{Model Fusion}(N_1, N_2, F)\end{function}
\begin{algorithmic}
\State $A =$ weights of $N_1$
\State $B =$ weights of $N_2$
\State let $W$ be the size of $A$ (which also the size of $B$).
\For{$w \in W$}
\If{$A_w == 0$}
\State $A_w = B_w$
\ElsIf{$B_w == 0$}
\State $B_w = A_w$
\Else
\State $A_w = (1.0 - F) * A_w + F * B_w$
\State $B_w = (1.0 - F) * B_w + F * A_w$
\EndIf
\EndFor
\State weights of $N_1 = A$
\State weights of $N_2 = B$
\end{algorithmic}
\end{algorithm}

In order to fuse two networks together we combine the weights by calculating a pairwise weighted average of those weights, as described in Algorithm 1. So for two consecutive networks we extract the weights, iterate through them, comparing them to their counterparts in the other network. For each weight in the network we calculate a weighted average using a meta-parameter called the fusion rate or fuse rate. During the fusion process, the fusion rate determines which network will be more heavily favored in the fusion.

The new weight is the sum of two products: one minus the fuse rate multiplied by the current
weight and the fuse rate multiplied by the respective weight in the other network. This is repeated for both networks. The fusion rate is the weight we assign to a network when we fuse. Given two networks A and B, where A is the resulting network of fusion thus far and B is the network we need to incorporate into the fusion, a low fusion rate favors the knowledge from the new network and a high fusion rate favors knowledge from the fusion network. Apply a fusion rate to zero weights would skew the internal representation of the inputs. Some forms of regularization would cause the weights to be exactly zero and in these scenarios we want the non-zero weight to prevail. This algorithm is repeated at set intervals during the training process.

**Fusion Topology**

The Fusion topology is the structure of the network of machine learning models, specifically neural networks (as opposed to the topology of a neural network itself). These algorithms iterate through a set of neural networks and perform weighted average model fusion of pairs of neural networks. We have evaluated three different fusion topologies: ring fusion topology, random fusion topology, and hypercube fusion topology.

**Ring Fusion Topology**

Algorithm 2 Ring Fusion Topology

```plaintext
function Ring Fusion
  let N be a list of neural networks.
  let S be size of N.
  let F be the fusion rate between 0 and 1.
  for s ∈ {0, . . . , S} do
    if s+1 < S then
      ModelFusion(N_s, N_{s+1}, F)
    else
      ModelFusion(N_S, N_0, F)
    end if
  end for
end function
```

The ring fusion topology, as described in Algorithm 2, is similar to a ring network. Each neural
network is connected to exactly two other networks, which forms a continuous path, a ring. Given a set of neural networks, $N$, we iterate through the set combining each network to its neighbor. So $N_0$ and $N_1$ fuse, then $N_1$ and $N_2$ fuse, until it comes to the end of the list. Once we reach the end of list we fuse the last network with the first completing the circle. This accumulates the knowledge of the each network as the fusion moves around the ring, eventually end back at the starting network. The starting network will then have the cumulative knowledge of all neural network in the ring.

**Random Fusion Topology**

**Algorithm 3 Random Fusion Topology**

```plaintext
function Random Fusion
    let $N$ be a list of neural networks.
    let $S$ be size of $N$.
    let $F$ be the fusion rate between 0 and 1.
    let $R_1$ and $R_2$ be uniformly distributed between 0 and $S$.
    while $S \geq 2$ do
        $r_1$ is a random value between 0 and $S$.
        $r_2$ is a random value between 0 and $S$.
        ModelFusion($N_{r_1}, N_{r_2}, F$)
        $S = S - 2$
    end while
end function
```

The random fusion topology, as described in Algorithm 3, consists of a set of neural networks, where random connections are made between networks in every time model fusion is performed. Given a set of neural networks, $N$, we make random connections between neural networks where every network is connected to another random network. These connections are reset every time fusion is performed. So as fusion is performed different pairs of networks are learning from each other and over time every network will communicate with every other network. This will allow the cumulative knowledge to stochastically be passed around over time.
Hypercube Fusion Topology

**Algorithm 4 Hypercube Fusion Topology**

```plaintext
function Hypercube Fusion
    let N be a list of neural networks, that is represented a n bit binary number.
    let S be size of N.
    let F be the fusion rate between 0 and 1.
    for x \in \{0, \ldots, n\} do
        for s \in \{0, \ldots, S\} do
            b = binary number of \( N_s \), with the x bit inverted.
            ModelFusion(\( N_s \), \( N_b \), F)
        end for
    end for
end function
```

The hypercube topology is based upon the hypercube graph. A hypercube graph, also called a n-cube graph, that consists of \( 2^n \) vertices and \( 2^n - n \) edges. A 2-cube graph would be a square and a 3-cube graph would be a cube. Hypercube graphs have been proven to be very power topologies [19] [7]. One of the more attractive properties of a hypercube is its small diameter. Diameter is the maximum number of links between any vertices of a graph, for hypercubes the diameter is n. For model fusion we pass defines each vertex of this graph is a neural network.

Each neural network is combined with each of its neighboring neural networks. So for a n-cube graph, each network is fused with n neural networks, as described in Algorithm 4. This is seeks to take advantage of the small diameter that exists within hypercube graphs. The small diameter facilitates the quick transmission of knowledge between any two networks in the graph, which should allow the individual knowledge of each neural network to be distributed among it’s peers evenly.
Chapter 4

Evaluation

In this section, we present empirical performance of our algorithm. We ran all tests on three different datasets: MNIST, Vowel, and Wisconsin breast cancer. For all of our experiments every network we used was a feed forward neural networks and the tanh activation function. These experiments were coded using C++ and Waffles machine learning library. [9]. We ran these experiments on 4-core Intel(R) Core(TM) i7-4510U CPU @ 2.00GHz machine with 16 GB of RAM.

Model Fusion

We evaluated our new technique by running two experiments. For the first test we created a set of 10 neural networks and trained each of them all an individual digit from the MNIST dataset. During the training process we periodically combine the neural networks together so that all 10 networks can learn to recognize all ten digits. We compare the neural network that resulted from model fusion to a single neural network that had been trained on all ten digits and another single neural network that had only on images of a single digit.

We use these two neural networks to create ideal performance bounds for out algorithm. If the algorithm does not introduce any new knowledge to the networks being fused, then they will perform as if they had only been trained on images of a single digit. If the algorithm each network teaches all of the other networks to recognize it’s assigned digit, then the any one of those networks will perform as well as a single neural network that has been trained on all of the digits. As shown in Figure 2, the network trained using images of just one digit achieved around 88 percent error and the network trained on images of all ten digits achieved around 3 percent error. The middle is the result of a collection of networks using the random fusion topology. It achieved comparable levels of accuracy to that of the network that has been trained on all of the data. This empirical demonstrates that model fusion effectively allows neural networks to learn from one another.
Figure 4.1: MNIST Separate Digit Results
Compares the percent error over time for a network that has trained on all of the digits, one that has trained on just on one of the digits, and the result of using the random fusion topology. All of the networks in this problem had a learning rate of 0.01, two hidden layers of 80 and 30 nodes, fusion rate of .55, and a fusion frequency of 200 tuples.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Percent Error</th>
<th>Min</th>
<th>Max</th>
<th>Ring</th>
<th>Random</th>
<th>Hyper-cube</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td></td>
<td>0.0294</td>
<td>0.0666</td>
<td>0.0292</td>
<td>0.0334</td>
<td>0.0299</td>
</tr>
<tr>
<td>Vowel</td>
<td></td>
<td>0.3752</td>
<td>0.5011</td>
<td>0.3557</td>
<td>0.3687</td>
<td>0.3752</td>
</tr>
<tr>
<td>Segment</td>
<td></td>
<td>0.0317</td>
<td>0.0981</td>
<td>0.0418</td>
<td>0.0505</td>
<td>0.0389</td>
</tr>
<tr>
<td>Breast-W</td>
<td></td>
<td>0.00971</td>
<td>0.0291</td>
<td>0.00971</td>
<td>0.00971</td>
<td>0.0145</td>
</tr>
</tbody>
</table>

The second test we created a collection of 8 neural networks, where each network trained on a random subsample of the data. We compared the final results of Model fusion to a single neural network that has trained using all of the data and a single neural network that trained using an eighth of the data. As before, these two single neural networks serve as performance bounds that provide perspective on the performance of weighted average model fusion. Unlike the first test, these neural networks are only restricted by how much data they are given, not by what data they are given.
For each of the problems we optimized the individual networks that we are using for comparison. So for each problem we performed grid search to find the optimal learning rate and chose an architecture that performed reasonably well using non-model fusion networks. Each network was trained using stochastic gradient descent. Varying topologies were used amongst the various problems. For mnist we used two hidden layers of 80 and 30 nodes, for the vowel and segment datasets we used two hidden layers of 50 and 20 nodes, and for breast-w dataset we used one hidden layer of 8 nodes.

We report the percent error and show how it decreases over time. This is the most direct approach in demonstrating how well each approach performs. In all 3 examples, model fusion achieves comparable accuracy as the individual network that was trained on all of the data. This is significant because each model in the model fusion case was limited to training with a small
Figure 4.3: Vowel Model Fusion Results
Compares the percent error over time for a network that has trained on all of the data (All Data), one that has trained on part of the data (Partial Data), and the result of different fusion topology techniques Random, Ring an Hypercube. All of the networks in this problem had a learning rate of 0.04, two hidden layers of 50 and 20 nodes, fusion rate of .55, and a fusion frequency a fusion frequency of one epoch.

Figure 3 and Figure 4 report the results from the vowel and MNIST tests, respectively. In both cases Model Fusion takes more time to converge than the network that has trained on all of the data, but it does make predictions with comparable accuracy. When we tested Model Fusion on the vowel dataset the single model, that trained on all of the data, overfit to the data, decreasing in accuracy, but the model fusion did not. Table 1 reports the percent error for all four experiments. These results demonstrate how Model Fusion enables neural networks to obtain the same level of accuracy as a neural network trained on all of the data. By obtaining this level of accuracy it proves the weighted average model fusion will allow neural networks to teach each other. If model fusion had not worked the prediction accuracy would be closer to that of the network trained on a subset of the data. However, in every experiment weighted average model fusion achieved an accuracy
Figure 4.4: Exploring fuse rate using a Random fusion topology
Using the random fusion topology compares percent error as the fuse rate increases for the four dataset: vowel, segment, breast-w, splice.

within one percent of the network trained on all of the data.

**Meta Parameters**

Model Fusion has two meta-parameters: fusion rate and fusion frequency. In these experiments we demonstrate the effects each meta-parameter has on the accuracy of model fusion and therefore draw conclusions on the effects these parameters play in the learning process.

**Fusion Rate**

In order to understand the effects of the fusion rate, we ran 4 tests on the datasets from the UCI classification dataset collection: vowel, breast-w, segment, and splice using all three fusion topologies. For each dataset we ran the fusion algorithms on 8 different networks. We compared the resulting accuracy of all fusion rates from 0.01 to 0.99, with a step size of 0.01.
Figure 4.5: Exploring fuse rate using a Ring fusion topology
Using the ring fusion topology compares percent error as the fuse rate increases for the four dataset: vowel, segment, breast-w, splice.

Figure 4.6: Exploring fuse rate using a Hypercube fusion topology
Using the hypercube fusion topology compares percent error as the fuse rate increases for the four dataset: vowel, segment, breast-w, splice.
For the experiments using the random fusion topology, the fuse rate seems to resemble that of the accuracy as a neural network trains. The higher the fusion the rate, the error decreases until a certain point where it levels off. For splice dataset the global minimum occurred when the fuse rate was 0.98. However, the next closest value were that between 0.30 and 0.38. The vowel tests reached a clear global minimum when the fuse rate equaled 0.42.

In the experiments using ring fusion topology and hypercube fusion topology, a similar trend held true. The fuse rates produces similar results after a certain value, reaching the best results for different fuse rates in all four tests. The fact that values under 0.2 never perform as well as values above 0.2 indicates that favoring one network too heavily works well. It biases the knowledge that is spread throughout the collection of neural networks so much that the accuracy is never able to converge. The best values for fusion rates consistently seem to be the rates just below 0.5. This means that fusion rates that favor the knowledge that individual network has learned over that of its peer produces more accurate results. This allows the network to gain the knowledge from the other networks while still maintain the bulk of what it has personally learned.

**Fusion Frequency**

The fusion frequency defines the interval at which the fusion algorithm occurs during the training process. This determines how much change occurs in the individual neural networks during the training process. In order to discover the affects this meta-parameter has on the accuracy of the fusion we conducted tests on 4 datasets from the UCI classification dataset collection vowel, breast-w, segment, and splice. We ran this test for all three fusion topologies. For each dataset we tested the values from 1 epoch to 100 epochs, with a step size of 1.

For all three types a fusion, the error increased the less frequently the fusion occurred. The experiments on the vowel dataset show a consistent trend of the larger the fusion frequency the less accurate the models become. However, this is not always true when viewing the trend at smaller intervals. There several small intervals in all three tests where increasing the fusion frequency decreased the error in the predictions.
Figure 4.7: Exploring frequency using a Random fusion topology
Using the random fusion topology compares percent error as the frequency increases for the four dataset: vowel, segment, breast-w, splice.

For the other three datasets: splice, breast-w, and segment there sporadic changes happen as frequently as they do in the vowel test, but there is a less significant change in the overall accuracy as the fusion frequency increases. The splice dataset increased overall in all three experiments, but when using the hypercube topology it’s increase was not very large. The breast-w dataset and segment dataset had sporadic changes, but overall were fairly consistent.

The sporadic changes that exist within all of our experiments suggest that the fusion frequency is problem dependent and is something that needs to be tuned much like a learning rate. Nevertheless the overall trend for more frequent fusions leading to more accurate results seems to hold true in all cases. So in choosing a fusion frequency, these results suggest that, lower values tend to produce more accurate results.
Figure 4.8: Exploring frequency using a Ring fusion topology
Using the ring fusion topology compares percent error as the frequency increases for the four dataset: vowel, segment, breast-w, splice.

Figure 4.9: Exploring frequency using a Hypercube fusion topology
Using the hypercube fusion topology compares percent error as the frequency increases for the four dataset: vowel, segment, breast-w, splice.
Chapter 5

Conclusion

We have presented an algorithm that enables neural networks, with only a subset of the data, to learn from each other while still achieving levels of accuracy comparable, or better, to an individual network trained on all available data. We conducted four experiments that demonstrated that this algorithm achieves this goal. In three experiments, Model Fusion made predictions within one percent accuracy of the individual model and in the fourth experiment it made more accurate predictions. This proves our hypothesis that weighted average model fusion can achieve comparable levels of accuracy by allowing neural networks to teach each other. We explored how the meta-parameters fusion rate and fusion frequency affected the accuracy of Model Fusion. Depending on the fusion topology, the fuse rate had varying affects on the overall accuracy. Using random fusion topology, the best fuse rates varies depending on the problem. The other two fusion topologies show more consistency across problems, having similar fuse rates produce the most accurate results in all tests. At a high level, higher fusion frequencies proved to make more accurate predictions, but at a more granular level have sporadic effects on the accuracy of Model Fusion.
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