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Abstract

Nextnano³ software is a well-known package for simulating semiconductor band-structures at the nanoscale and predicting the general electronic structure. In this work, it is further demonstrated as a viable tool for the simulation of III-nitride solar cells. In order to prove this feasibility, the generally accepted solar cell simulation package, PC1D, was chosen for comparison. To critique the results from both PC1D and Nextnano³, the fundamental drift-diffusion equations were used to calculate the performance of a simple p-n homojunction solar cell device analytically. Silicon was picked as the material for this comparison between the outputs of the two simulators as well as the results of the drift-diffusion equations because it is a well-known material in both software tools. After substantiating the capabilities of Nextnano³ for the simulation solar cells, an InGaN single-junction solar cell was simulated. The effects of various indium compositions and device structures on the performance of this InGaN p-n homojunction solar cell was then investigated using Nextnano³ as a simulation tool. For single-junction devices with varying bandgap, an In₀.₆Ga₀.₄N device with a bandgap of 1.44 eV was found to be the optimum. The results of this research demonstrate that the Nextnano³ software can be used to usefully simulate solar cells in general, and III-nitride solar cells specifically, for future study of nanoscale structured devices.
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Chapter 1: Introduction

Climate change has become a substantial phenomenon which has defined the 21st century. During the previous decade, the earth has experienced significant melting of glaciers and so-called permanent polar ice, leading to increases in sea level due to global warming. Climate researchers suggested that extensive exploitation of fossil fuels are the primary causes of global warming through generating high intensities of greenhouse gases [1]. Fossil fuels are a limited resource; however, consumption has increased due to human demand of energy. With the increasing demand for energy along with the global warming, it is now of great interest to use renewable and sustainable sources of energy.

1.1 Harnessing Solar Energy

Sunlight is an efficient energy source compared to other energy resources [2]. In fact, the amount of solar power reaching the atmosphere is around $1.7 \times 10^{17}$ watts, which is considerably more than is required to satisfy all of the energy consumed by humans annually [3]. The sun is not only ultimately the primary source of all energy, but also universally accessible, fundamentally unlimited (on our timescale), and environmentally safe. The sun not only provides power for natural processes, including heating, photosynthesis, as well as the formation of fossil fuels but also can be harnessed and converted into electricity by using photovoltaic systems.

These photovoltaic systems directly generate electricity from sunlight. They are extremely dependable, very safe, simple to install, and function at low-cost. Photovoltaic systems are capable of being grid-connected, modular, as well as stand-alone. At the heart of these systems, solar energy is converted into electricity by semiconductor-based solar cells, the use of which has negligible negative impact on the environment.
1.2 Economic Viability of High Efficiency

The solar cell global market is beyond 18 billion dollars per year, and the solar industry is expanding at higher than 30 percent annually [4][5]. However, despite the steady development of this market, only about 10 Giga-Watts Peak (GWP) is produced from the entire PV installed capacity globally, which is merely 0.05 percent of the global power usage [6]. Even though existing solar cells cost around $0.20/kWh to operate in the United States [4] without any subsidies, fossil-based competitors are still four times cheaper. When comparing solar cell price to other energy sources, the main causes of cost inflation are the high installation and manufacturing costs. Nevertheless, some challenges, including system integration, reliability, and storage, are frequently being addressed.

Since the first silicon solar cell, efficiency and cost are the two main objects of improvement. Based on these objects, solar cell devices are divided into different general generations: a first-generation, a second-generation, and a third-generation. The first-generation had the most studied and well-characterized solar cells. It was the most common technology typically used for solar cells, and this generation focused on silicon solar cells. Silicon solar cells are stable, cheap, well-developed, and well-commercialized. The maximum efficiency reported recently for single-junction silicon solar cells is around 26.7% [7]. The second-generation focused on thin-film solar cells. The concept of the second-generation relies on using fewer materials to reduce the cost. However, this generation has a lower theoretical efficiency limit than the first one [8]. It was suggested that increasing solar cell efficiency while maintaining reasonable costs would achieve the target of reducing the overall price per watt to compete economically with other energy sources [9]. Those goals led to the concept of advanced third-generation solar cells, which would be more efficient than the first-generation while having comparable costs to that of second-
generation cells. The third-generation could potentially come well under the US $1/W objective, which is equivalent to the cost of conventional energy [10] (Figure 1).

![Figure 1](https://via.placeholder.com/150)

**Figure 1**: Efficiency as a function of cost for PV generations [10].

The third-generation of solar cells are an emerging technology, which has dominated recent PV research. One example of third-generation solar cells is the tandem solar, which contains of a different material with various bandgaps making up effectively different cells placed on top of one another in order to efficiently absorb multiple wavelength ranges of light. The current triple-junction tandem solar cells can reach up to 42.4% efficiency, which is the highest efficiency currently recorded [11]. Other high-efficiency solar cells, for example, are multiple quantum well solar cells, thermoelectric-based solar cells, and intermediate band solar cells. However, solar cells have yet to achieve an efficiency that exceeds 50%. Theoretical investigations should
explore novel designs of III-nitride semiconductor-based solar cells in order to produce very high-efficiencies [12][13].

1.3 Motivation & Objectives

The use of simulation programs has increased greatly in order to understand the behavior and operation of materials and systems without having to fabricate a device. Reducing the cost and development time have become a general requirement to design and investigate solar cell devices out of the vast selection of materials and structures. Solar cell simulation programs assist in general to study the optical and electronic behavior and to explore the impact of different parameters on solar cell performance. Nextnano³ [14] is a simulation tool which has been established for semiconductor nanodevices with a heavy emphasis on the quantum effects resulting from confinement at the nanoscale.

The primary objective of this research was to use the Nextnano³ software to simulate III-nitride based solar cells. However, even though it is a native application of the software, this has not been widely attempted. Therefore, PC1D software [15] (a well-established Si solar cell simulator) was chosen as a comparison to validate that Nextnano³ can be successfully applied to solar cell devices. To critique the outcomes of both PC1D and Nextnano³, fundamental drift-diffusion equations were used to calculate the performance of the simple, solar cell test device analytically. Silicon is a well-studied material for photovoltaic devices. Thus, it was selected as the material for the comparison between the outputs of the two simulators as well as the drift-diffusion equations.

After substantiating the capabilities of Nextnano³ for the simulation solar cells, the primary objective of simulating III-nitride solar cells broke down into three goals. The first one was to investigate the effects of various indium compositions and device structures on the performance
of this InGaN p-n homojunction solar cell using Nextnano$^3$ as a simulation tool. The second minor objective was to use the optimal bandgap to simulate InGaN single-junction devices. Simulating p-i-n InGaN homojunction solar cells was the final goal of this work.

### 1.4 Organization of Thesis

The organization of this thesis breaks down into six chapters. Chapter 1 has been a brief introduction of solar cell devices in general and the motivation of this work. Chapter 2 describes the theoretical background behind the fundamental principles of solar cell devices as well as a brief introduction to the III-nitride material system including its advantage and challenges. Chapter 3 presents an overview of Nextnano$^3$ software as a method used to simulate III-nitride solar cells and the basic semiconductor equations: drift-diffusion current equation, Poisson’s equation, and continuity equation. Chapter 4 includes a brief introduction of PC1D software, the differences between Nextnano$^3$ and PC1D, and finally, a comparative study of single-junction silicon solar cells as simulated with Nextnano$^3$ and PC1D simulators, as well as the drift-diffusion equations. Simulation results of III-nitride based solar cells are reviewed in Chapter 5. The final chapter states the conclusion of this research and the recommended future work.
Chapter 2: III-Nitride Materials for Photovoltaics

This thesis investigates a novel method to simulate indium gallium nitride-based solar cells. Before examining the simulation, this chapter covers the essential principles of solar cell devices including the solar spectrum, p-n junctions, the operation of solar cells, factors limiting conversion efficiency, and strategies used to improve solar cell efficiency. Then, a brief introduction to the III-nitride material system including its advantages and challenges are generally discussed.

2.1 Basic Principles of Solar Cells

The most significant fundamental process of solar cells is called the “photovoltaic effect,” which is literally the generation of the voltage under exposure to light. Becquerel first discovered this effect in 1839 [16]. In 1954, Chapin, Fuller, and Pears created the first silicon solar cell with 6% efficiency, which was the beginning of the p-n junction solar cell [16].

2.1.1 Solar Spectrum

The output power of a solar cell device derives directly from sunlight, which is a part of the electromagnetic energy afforded by the sun. Sunlight is created out of energetic particles identified as photons. Each photon has an energy different from other photons based on its wavelength. The photon energy can be found by

\[ E = \frac{hc}{\lambda} \]  

(Equation 2-1)

where \( hc \) is the Planck constant and the speed of light, respectively, and \( \lambda \) is wavelength of light. The amount of energy from the Sun is characterized by its energy or wavelength spectrum which is incident on the Earth. This spectrum or more specifically the solar spectrum power density in space and at the Earth’s surface resembles the emission spectrum of a black-body at 5500 K[17]. By considering the Sun-Earth distance and all available wavelengths, the total solar power
density at the Earth’s atmosphere is about 1353 W/m². The total power density available at the surface is reduced by reflection, scattering, and absorption of the light energy by gases in the atmosphere.

In order to quantify and standardize the variation of the intensity of the solar spectrum passing through the atmosphere and then absorbed by air, one uses the unit of Air Mass (AM). It is the ratio between the path distance of solar radiation across the atmosphere (\( l \)) to the minimum possible path length (\( l_0 \)), i.e., the equivalent optical path length of a light ray hitting the atmosphere at normal incidence. AM can be calculated by:

\[
AM = \frac{l}{l_0} = \frac{1}{\cos(\theta)}
\]

(Equation 2-2)

where \( \theta \) is a zenith angle of the sun. Since the angle of the sun affects the AM, the AM will change with the time of day, the season, weather, and latitude. The solar spectrum in space before interaction with the atmosphere is known as (AM0). This air mass is normally utilized in space-based solar applications, such as solar cells, used to power satellites. The most common air mass used for solar cells on the earth’s surface is (AM1.5), which corresponds to 48.2° zenith angle, and it serves as the standard AM by which to distinguish between various solar cells. The total power density of the AM1.5 distribution is 1 kW/m² [18], which is also known as one sun.

The sunlight reaching the earth’s surface can be direct light or diffuse light, scattered by the atmosphere. The air mass notation indicating these two components of light is, for example, AM1.5G, where G is defined as a “Global,” which contains both diffuse as well as direct, and AM1.5D, where D stands for “Direct,” which is only the direct light component. The AM1.5G spectrum is defined as a standard average air mass for ground-based solar cells. The spectral irradiance for AM0, AM1.5G, and AM1.5D versus wavelength is presented in Figure 2 [19]
where the noticeable drops in irradiance between the AM0 and the AM1.5 spectra are due to specific gas absorption bands.

![Spectral Irradiance Graph](image)

**Figure 2:** Spectral irradiance for AM0, AM1.5G, and AM1.5D vs. wavelength [19].

2.1.2 p-n Junction

The most common solar cells used are created out of a p-n junction, which connects two materials based on semiconductor with opposite doping types, as presented in Figure 3 [20]. The conductivity of the semiconductor materials varies by doping, where doping generally is a technique used to change the concentration of mobile electrons or holes in a semiconductor. There are two types of semiconductor doping. When materials from group IV, Si for example, are doped with atoms from Group V with one extra electron, such as phosphorus, the conduction band will have higher concentration of free electrons than that of holes in the valence band.
Therefore, the Fermi level ($E_F$) will lie close to the conduction band to create an n-type semiconductor material. The conductivity of the n-type semiconductor material will increase due to the electron concentration available in the conduction band.

![Diagram of n-type and p-type semiconductors](image)

**Figure 3**: p-n junction before and after connection [20].

When doping a material from the group IV with atoms from Group III with one fewer electron, such as boron, the concentration of free holes in the valence band will be greater than the number of free electrons available in the conduction band. Thus, the Fermi level ($E_F$) will lie near the valence band to produce a p-type semiconductor material. The conductivity of the p-type semiconductor material will increase due to the number of holes available in the valence band. In reference to Figure 3 the energy between the Fermi level and the vacuum level, which is the energy needed for an electron to leave the surface of a semiconductor, is called the work function ($\Phi_n$), and the energy between the conduction band and the vacuum level is called the electron affinity ($\chi$) [16].

When combining p-type with n-type semiconductor materials to form the p-n junction,
the Fermi levels become aligned due to the diffusion of majority carriers towards the interface. The diffusion of electrons leaves positively charged ions, and the diffusion of holes leaves negatively charged ions. The resulting negative and positive ions around the interface make up the “space charge region” or “depletion region” [16]. Therefore, a “built-in” electric field is generated in the space charge region due to these fixed charges, which has a direction pointing from the positively charged ions towards the negatively charged ions. This electric field leads to a “built-in” potential difference between the ends of the junction. The built-in potential is given by [16]:

\[ V_{bi} = \frac{kT}{q} \ln \left( \frac{N_a N_d}{n_i^2} \right) \]  

(Equation 2-3)

where \( \frac{kT}{q} \) is known as the thermal voltage, \( N_a \) and \( N_d \) are the ionized donor and accepter densities, respectively, and \( n_i \) is the intrinsic carrier concentration.

Under the built-in electric field, the holes will drift from the n-region to the p-region, and electrons will drift from the p-region to the n-region, and this drift current has a reverse direction to the diffusion current. In thermal equilibrium condition, there must be no current flowing through the p-n junction, and the drift current and the diffusion current must have equal values [16].

The current in p-n junction can be forward and reverse currents. The forward current is defined as the diffusion of the majority carriers from one region of the junction to the other in order to overcome the built-in potential of the “depletion region.” The reverse current is known as the drift current because electric field sweeps minority carriers from one side to the other.

When applying a positive voltage to the p-region of the diode, the voltage barrier becomes small, resulting in increasing the number of carriers flowing across the junction. Therefore, rising
the forward bias voltage increases the diffusion current. In the case of reverse bias voltage, the voltage barrier rapidly increases, so a minimal number of carriers can flow from one side of the junction to the other, resulting in decreasing the diffusion current. The minority carriers affect the drift current, which can be defined by the generation rate inside a diffusion length of the p-n junction. The drift current is entirely unchanged by the electric field, and the diffusion lengths and the generation-rate can be used to evaluate the drift current. The drift current is not contingent on the voltage. The overall current can be found by the “ideal diode equation” [16]:

\[ I_{tot} = I_f - I_r = I_s \exp\left(\frac{qV}{kT}\right) - I_s \]  

(Equation 2-4)

Here, \( I_s \) and \( V \) are the reverse saturation current and the applied voltage, respectively. At \( V = 0 \), the overall current is zero, and for increasing reverse bias voltage, the overall current will approach \(-I_s\). Increasing the reverse saturation current or the drift current depends on increasing the generation rate of the minority carrier around the p-n junction. This is done optically in the case of solar cells.

There are two different types of p-n junctions regarding the utilized semiconductor materials. First, if the p- and n- region of the junction is created from the same semiconductor, this is called a homojunction. To illustrate, a homojunction forms when combining a p-type Si with an n-type Si. On the other hand, if the p- and n- sides of the junction are made from different semiconductors, generally with different bandgaps, this p-n junction is known as a heterojunction. The combination of several heterojunctions together is named a heterostructure. Through the heterostructure, the performance of solar cells is mainly enhanced by increasing the light absorption properties of the entire designed structure. The heterojunction is divided into two types: isotype and anisotype. The isotype heterojunction results from different materials with equivalent conductivity to reduce the carrier diffusion length [21]. The anisotype heterojunction
emerges from materials with different conductivities and large differences in bandgap energy to enhance the injection efficiency of the generated carriers [21]. An example of a homojunction structure and a heterojunction structure under forward bias appears in Figure 4.

Figure 4: Example of a) a homojunction structure, and b) a heterojunction structure under forward bias, respectively [22].

2.1.3 Operation of Solar Cells

When shining light on a solar cell, some of the incident light is absorbed by the solar cell device. Only the photons with higher energy than the semiconductor bandgap are absorbed, and the absorbed photons from the solar spectrum transfer their energy to the electrons. Then, the electrons will have enough energy to be excited from the valence band into the conduction band, leading to the generation of electron-hole pairs. The built-in electric field separates those
electrons and holes in the depletion region. The electric field also drifts the electrons towards the n-region and the holes towards the p-region, generating the current which can reach the external circuit. The current and voltage together generate the power produced by the solar cells. The operation of solar cells is diagrammed in Figure 5.

Figure 5: Operation of solar cells [17].
2.1.4 Solar Cell Characteristics

Under the effect of illumination, the photo-generated current \( I_{op} \) can be included in the diode equation, which becomes [16]:

\[
I_{tot} = I_f - I_r = I_s \exp \left( \frac{qV}{kT} \right) - I_s - I_{op}
\]

(Equation 2-5)

Therefore, compared to the dark I-V curve, the “light” I-V curve will be shifted down by \(- I_{op}\).

When the solar cell device is short circuited, at zero volts, the first term of the diode equation will be zero, and the overall current will equal to the photo-generated current \( I_{op} \), which is now defined as the short circuit current \( I_{sc} \), the highest photogenerated current that can flow through the solar cell. For the maximum voltage, the device is taken at open circuit and zero current. By then solving the diode equation for the voltage, the maximum voltage or the open circuit voltage \( V_{oc} \) of the solar cell is found to be [16]:

\[
V_{oc} = \frac{kT}{q} \ln \left( \frac{l_{sc}}{I_s} + 1 \right)
\]

(Equation 2-6)

Here, the open circuit voltage \( V_{oc} \) depends on \( I_{sc} \) and, therefore, the intensity of the illumination, as well as \( I_s \) and, therefore, the effective bandgap of the device. Ultimately, however, the \( V_{oc} \) cannot exceed the built-in potential of the p-n junction. To illustrate, I-V curves under illumination and in the dark for an “InGaN/GaN p-i-n solar cell” are presented in Figure 6 [23]. As mentioned, increasing the reverse saturation current \( I_s \) depends upon increasing the generation rate, which can be affected by the material’s bandgap [23].

When operating the solar cells, the output power can be found simply by [16]:

\[
P = IV
\]

(Equation 2-7)

The highest point of a solar cell’s operation is called the maximum output power \( P_m \), with effective voltage, \( V_m \), and current, \( I_m \). The fill factor, \( FF \), is the given by the ratio of maximum
power produced by the solar cell device to the product of the short circuit current and the open circuit voltage, and it is graphically a measure of “squareness” of the I-V curve. It can be calculated by using [16]:

\[
FF \equiv \frac{V_m I_m}{V_{oc} I_{sc}} = \frac{P_m}{V_{oc} I_{sc}} \quad \text{(Equation 2-8)}
\]

The ideal \( FF \) is 100\%, but an approximation of the full I-V curve uses a smaller area. An optimal \( FF \) of the solar cell device corresponds to \( V_{oc} \), without any effect of shunt and series resistances, and can be given by [24]:

\[
FF_0 = v_{oc} - \frac{\ln(v_{oc} + 0.72)}{v_{oc} + 1} \quad \text{(Equation 2-9)}
\]

where \( FF_0 \) is the fill factor that is not dependent on resistances, \( v_{oc} \) is the normalized \( V_{oc} \) which can be found using \( v_{oc} = \left( \frac{q}{nkT} \right) \times V_{oc} \), and where the \( n \) is the ideality factor of the device [24].

![I-V curves](image)

**Figure 6:** I-V curves under illumination and in the dark for an “InGaN/GaN p-i-n solar cell” [23].
Conversion efficiency is the most significant parameter by which to characterize solar cell performance. The effectiveness of solar cells is also characterized by internal quantum efficiency and external quantum efficiency. First, conversion efficiency ($\eta$) is the ratio of the highest output power ($P_{out}$) and the total incident light power ($P_{in}$) of sunlight, and it is affected by the intensity of the received light and the temperature. The standard conversion efficiency measurement was considered at 300 K and under one-sun illumination (100 mW/cm$^2$ intensity) or AM1.5G [16][18]. The conversion efficiency can be directly found using electrical parameters of the solar cell taken from the I-V curves, and it can be calculated by using:

$$\eta = \frac{P_m}{P_{in}} = \frac{V_m I_m}{P_{in}} = \frac{FF V_{oc} I_{sc}}{P_{in}}$$  \hspace{1cm} (Equation 2-10)

Another essential description of efficiency is the Internal Quantum Efficiency (IQE), which is the ratio of the amount of the absorbed photons to the collected electrons. Also, the External Quantum Efficiency (EQE) is the ratio of the number of accumulated electrons in the external circuit to the number of incident photons [17] and can be found by:

$$EQE \equiv \frac{(N_e/s)}{(N_{ph}/s)}$$  \hspace{1cm} (Equation 2-11)

where ($N_e/s$) is the number of collected electrons per second, and ($N_{ph}/s$) is the number of incident photons per second. The EQE is affected by the bandgap of the material because it measures the number of collected electrons, which is a result of the absorption of incident photons. Thus, the EQE will have zero value if the energy of photons is smaller than the material’s bandgap [25]. The optimum quantum efficiency, which measures the sensitivity of a solar cell to the solar spectrum, has the square curve as presented in the Figure 7. In a typical silicon solar cell, the quantum efficiency is limited by recombination mechanisms,
reflection at the surface, and low absorption in the solar cell [26].

Figure 7: Maximum quantum efficiency curve of a silicon solar cell and the EQE effective mechanisms [26].

2.1.5 Factors Limiting Conversion Efficiency in Photovoltaics

The conversion efficiency of solar cells may decrease due to several factors, which will inhibit fabricated solar cells from achieving their theoretical maximum. The first factor limiting the efficiency is non-absorption of low-energy photons, as shown in Figure 8. If photons have lower energy than the semiconductor’s bandgap, those photons are not absorbed by the solar cell device. Therefore, these photons cannot produce electron-hole pairs, which cuts down the solar efficiency [27].

Another limiting factor is thermalization. Photons with higher energy than the
A semiconductor’s bandgap can produce electron-hole pairs. Then, the electrons tend to occupy the lowest energy levels of the conduction band, and holes tend to occupy the highest energy levels of the valence band. However, electron-hole pairs receive more energy than needed from the photons, so this extra energy is released as heat (transferred to the semiconductor lattice). The energy loss process is called thermalization [27].

**Figure 8:** Factors limiting solar efficiency: non-absorption of low-energy photons, thermalization mechanism, and recombination loss [28].

Recombination loss is another factor that can affect solar efficiency. Since some of the photogenerated carriers in the solar cells are not collected and used in generating electricity, those carriers will recombine and, thus, waste their energy. This recombination mostly occurs at interfaces, at the surface of the junction and in bulk [27].
Moreover, reflection of some of the incident light can negatively affect the solar conversion efficiency, as shown in Figure 9. The light can be reflected at the interface between the sun-facing surface of the solar cell device and the air or at the interface between the solar cell individual layers. Thus, some of the incident light that contributes to the conversion efficiency of solar cells can be affected by this reflection [27]. This is especially a problem for heterojunction devices.

![Diagram showing reflection of light in a solar cell device](image)

**Figure 9:** Other factors limiting efficiency: (1) reflected some of the incident light, (2) shadowing losses, and (3) finite thickness of the absorber layer.

Shadowing losses are another contributing factor in reducing solar conversion efficiency. One of the device contacts must be on the sun-facing side of the solar cell device. These front metal contacts, which cover some areas of the sun-facing surface, will, therefore, reflect some of the incident light, thus decreasing the effective active area of the solar cell and reducing the conversion efficiency. This is shown as ray 2 in Figure 8 [27].

Finally, finite thickness of the absorber layer is another factor limiting the efficiency. Even if all layers can absorb the incident light within the solar cell structure, the main absorber layer
cannot be thick enough in order to absorb most of the received light. Therefore, generally, some light will be lost due to transmission through the device or at least transmission through part of the device where absorbed light will no longer be efficiently collected as current [27].

2.1.6 Strategies for Improving Efficiency in Photovoltaics

Greater solar cell efficiency for single-junction silicon cells is achievable by utilizing advanced methods that decrease the effect of the efficiency-conversion limiting factors. These include reducing the thickness of the entire wafer, decreasing the reflection [29] by surface texturing or coating, and decreasing shading by covering the contacts [30]. Employing such concepts can allow high-efficiency solar cells to come close to their ultimate thermodynamic limit. Some of the most current successful methods used to attain high efficiency are tandem solar cells [31] and nano-electronic concepts such as intermediate bands [32] and quantum-wells [33] [34], which can be included in the solar cell device to improve the effective wavelength absorbing range.

2.1.6.1 Tandem Solar Cells

The two significant losses, non-absorption of low-energy photons and thermalization, can be removed if the absorbed photons have higher energies than the semiconductor bandgap. The concept of higher energy photons than the bandgap brings the idea of the tandem solar cell [31], which uses several cells with various bandgaps. An individual cell in the tandem solar cell can convert some photons with energies near and above its bandgap as shown in Figure 10. The wide-bandgap cell is placed on the top to absorb high-energy photons and to transmit low-energy photons to lower cells, which have lower bandgaps. Tandem cells can increase the performance of solar cells as much as increasing the number of cells. Nevertheless, using many cells brings complications and increases the sensitivity of solar cells to the irradiating spectrum, for each cell
must attach in series, match in current, and have low contact resistance.

**Figure 10:** Concept of multi-junction solar cells [26].

2.1.6.2 Quantum Well Solar Cells

Multiple bandgap structures as in the tandem solar cells are also attainable by utilizing a quantum well heterostructure-based solar cell, which was first proposed in 1990 [33][34]. Quantum well based solar cells consist of a p-i-n structure, with multi-quantum wells (MQW) inserted into the intrinsic region (i-region), which is surrounded by the p-n junction, as shown in Figure 11. Thin successive small-bandgap materials surrounded by a bigger-bandgap material are grown in the i-region, which appears as wells on a band diagram, to create the MQWs. If the total thickness of each QW and the spacer layer between it and the next is equivalent to the de Broglie wavelength of the carriers, it forms miniband energy levels that span the entire MQW region. The variance in energy between the valence miniband and the conduction miniband is
now the equivalent bandgap of the MQW. Thus, changing the thickness or spacing of the QWs serves to increase or decrease their bandgap. This MQW absorbs photons, with energy less than the bandgap of the p-n junction or the barrier. These photons would otherwise pass through without being absorbed. Therefore, the solar conversion efficiency increases due to additional absorption in the MQWs, which can mostly be seen as an improvement in the short-circuit current. However, this concept has been plagued because, similarly, the open-circuit voltage of the MQW solar cell lies between the traditional cell formed from the barrier material and the cell consisting of the well material, i.e., at a lower value.

![Band diagram and structure of GaN/InGaN quantum-well solar cell](image)

**Figure 11:** Band diagram and structure of GaN/InGaN quantum-well solar cell [35].

### 2.2 III-Nitride Materials System

Over the past five decades, PVs have been advanced by several significant jumps in efficiencies with single and triple junction solar cells. Although a diversity of methods has been utilized to improve the effectiveness of these cells, the present efficiency of single and triple
junction solar cells have almost achieved their maxima [36]. Table 1 gives optimum values of the bandgap, maximum theoretical efficiency, and reachable efficiencies of 3-8 junction tandem solar cells under 500 Suns and black-body radiation at 6000 K [4]. A single-junction Si solar cell achieves 24.7% efficiency under AM1.5, and the highest efficiency reached for GaAs solar cells is around 25.1% under AM1.5 [4]. Multijunction solar cells, which include two or three junctions of diverse materials, present higher efficiency than the traditional single-junction solar cells. The current highest efficiency triple-junction solar cell recorded is around 44%, compared to its thermodynamic limit of 56% [4]. Consequently, to reach the target of greater than 50% efficiency, solar cells would require five or more layers with at least one bandgap greater than 2.4 eV.

Table 1: Bandgap values, maximum theoretical efficiency, and reachable efficiencies of 3-8 junctions tandem solar cells under 500 suns and black-body radiation at 6000 K [4].

<table>
<thead>
<tr>
<th>Number of Junction</th>
<th>Band Gap (eV)</th>
<th>Theoretical Limit (η)</th>
<th>Reachable Limit (η x 0.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.7</td>
<td>1.37</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>1.11</td>
<td>1.69</td>
</tr>
<tr>
<td>5</td>
<td>0.53</td>
<td>0.95</td>
<td>1.4</td>
</tr>
<tr>
<td>6</td>
<td>0.47</td>
<td>0.84</td>
<td>1.24</td>
</tr>
<tr>
<td>7</td>
<td>0.47</td>
<td>0.82</td>
<td>1.191</td>
</tr>
<tr>
<td>8</td>
<td>0.44</td>
<td>0.78</td>
<td>1.09</td>
</tr>
</tbody>
</table>

The III-nitride semiconductor material system, which contains GaN, InN, AlN and their alloys, presents a considerable potential in achieving ultra-high efficiency primarily due to its wide range of direct bandgaps from 0.7 eV for pure InN to 6.2 eV for pure AlN. This novel
material system covers more than the entire visible solar spectrum and much of the useful range outside of the visible through simple varying of the composition [1], as shown in Figure 12.

![Figure 12: Bandgap of the InGaN materials][37][38].

These materials are widely used in different applications, such as laser diodes (LDs) and light emitting diodes (LEDs) [39]. Besides the appropriate and direct bandgaps, III-nitride materials have additional advantages for use in solar cell devices. InGaN alloys have a very high absorption coefficient [40]. Furthermore, when comparing the optical and electrical properties of current GaInP and GaAs materials in solar cells with that of InGaN alloys, the InGaN optical and electrical properties are significantly better regarding having a formidable opposition to high
irradiation photon energies greater than 2 MeV [36]. This feature leads to using InGaN in the solar cells which will operate under harsh conditions, such as space applications. InGaN is also highly stable with respect to changing temperature, which is valuable for use in solar cells operating under concentrated light [41]. Other advantages include high thermal conductivity, high drift velocity, high mobility, and low effective mass of holes and electrons [42]. Despite the advantages of using InGaN for the solar cells, the efficiency and performance of the solar cell devices are still inferior due to the low crystalline quality of In-rich InGaN layers.

2.2.1 Challenges in III-Nitride-Based Solar Cells

2.2.1.1 Lattice Mismatch

The growth of III-nitride materials has been the focus of most studies due to significant challenges associated with achieving high-quality materials. III-nitride materials usually have a wurtzite crystal structure, which is different from the zinc blend or diamond structures found in GaAs or Si, respectively. Due to the difficulty of finding appropriate lattice-matched substrates, sapphire is still the most commonly utilized substrate for the wurtzite GaN growth. Unfortunately, the considerable lattice mismatch (+29% between sapphire and InN and -16% between sapphire and GaN) and thermal mismatch (-100% between sapphire and InN and -34% between sapphire and GaN) produces many defects between sapphire and the InGaN materials leading to high dislocation densities. SiC and ZnO are other substrates that are better lattice matched, but, they are much more expensive and still result in high dislocation densities due to both lattice and thermal-mismatch, as presented in Table 2 [4].

A thick, relaxed GaN template layer is typically grown on sapphire to reduce the lattice-mismatch. However, even though the lattice mismatch between InN and GaN is much smaller (around 11%) than either with sapphire, it is still sufficient to create dislocations in the growth of
InGaN on GaN [43][44]. There is a critical thickness for the relaxation of InGaN layers on GaN template, resulting in the formation of dislocations. This critical thickness can be quite small depending on In composition and is less than 5 nm for higher than 20% In [45]. At the critical thickness, as the dislocations form, the device performance will suffer. These dislocations can terminate at the surface of the final crystal and have been shown to directly absorb photons without the creation of usable charge. This leads to a shadowing effect, which reduces efficiencies even more [46]. These defects can be overcome by using multi-quantum wells or superlattices with a thickness less than the critical thickness instead of a thick InGaN layer.

### Table 2: Lattice Mismatch and thermal Mismatch of GaN with different substrates [4].

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Lattice Mismatch (%)</th>
<th>Thermal Mismatch (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>17</td>
<td>+100</td>
</tr>
<tr>
<td>Sapphire</td>
<td>16</td>
<td>-34</td>
</tr>
<tr>
<td>SiC</td>
<td>3</td>
<td>+25</td>
</tr>
<tr>
<td>ZnO</td>
<td>2</td>
<td>-14</td>
</tr>
</tbody>
</table>

### 2.2.1.2 Phase Separation

There are several roadblocks to reaching high-performance solar cells based on the III-nitride system, and phase separation in InGaN materials is one of the main challenges. A substantial difference in lattice constants (chemical affinity and interatomic spacing) between GaN and InN can produce a solid phase miscibility gap in the InGaN alloy [47]. Phase separation is spontaneous formation of regions with increased or decreased In content in the material. This creates small regions with a lowered bandgap, which can absorb light with low energy. The size of the phase-separated regions acts in the same way as recombination centers, leading to reducing the $I_{sc}$ and then decreasing the solar cell performance. Moreover, it is obvious from the
quantum-well concept [48] that the lower bandgap phase-separated material can pin down the $V_{oc}$ of the device. Theory predicts that In composition and temperature, besides the strain state of the InGaN materials, can affect the phase separation in InGaN [48]. Therefore, In-rich phases appear in InGaN films through the material growth to attain thermodynamic equilibrium. There are two ways to identify the phase separation: through photoluminescence (PL) and x-ray diffraction (XRD). Thus, it becomes significant to manage the phase separation and determine its impact to create efficient InGaN based solar cells. The growth conditions of the active region design must be optimized by reducing the growth rate associated with low In-composition to overcome the phase separation.

2.2.1.3 P-type Doping and Ohmic Contacts

The p-type conduction is critical for the development of solar cells, but it is extremely complicated to reach high p-type doping concentrations in InGaN alloys because of a normally, high background concentration of donors, which results generally from the high density of defects [49]. Moreover, the usually used p-type dopant, Mg, in InGaN has a very high activation energy. Therefore, very high concentrations of Mg are required to achieve usable carrier densities in InGaN [49]. The activation energy has been characterized to be about 204 meV [50][51]. Therefore, reaching greater hole concentrations at higher In compositions is achievable in theory; nevertheless, the hole concentrations reduce a considerable amount with higher In compositions as a result of degradation in crystal quality [52]. Attaining greater hole concentrations along with smaller series resistance is significant for creating a good p-n junction, especially for wide bandgap materials. This will also result in getting the highest possible $V_{oc}$ out of a given solar cell design. Furthermore, decreasing the resistance of the p-type semiconductor material also causes a reduction in shadowing loss by reducing the constraints on the top contact
grid spacing in a solar cell.

Also, to get better performance from III-nitride-based solar cells, it is required to produce high quality and low resistance ohmic contacts to the p-type as well as the n-type III-nitride materials. An appropriate metal to form an ohmic contact to p-type InGaN is not easy to obtain because of the large theoretically required work function. An example of the most common metals used to achieve ohmic contacts to p-type In$_x$Ga$_{1-x}$N, for x from 0 to 0.5 is shown in Figure 13 [4]. Here, the band edges of InGaN are exposed with respect to the vacuum level along with the work functions of the respective metals. Several metallization schemes, including high work function metals such as Pt, Pd, Au, and Ni with single-layer, bi-layer, and multi-layers, have been considered for contact formation [53]. Nevertheless, these contacts are not ideal and still result in considerable Schottky barrier at the interface with the p-type InGaN. Many approaches have been considered to decrease the contact resistance of the p-type III-nitride contacts by annealing [54], surface treatment [33], a short-period superlattice (SPS) structure [55], as well as novel metal depositions [56].

![Figure 13: The most common metals used to achieve ohmic-contacts to p-type InGaN [4].](image-url)
2.3 Conclusion

This chapter reviewed some fundamental principles of solar cell devices, including the solar spectrum, p-n junctions, the operation of solar cells, and solar cell characteristics. Some factors limit the conversion efficiency in the single junction, and some strategies, such as tandem solar cells and quantum-well solar cells, can be used to enhance the conversion efficiency of photovoltaics to overcome some of those factors. Finally, the brief introduction to the III-nitride material system, which provide an opportunity to fabricate high-efficiency solar cells, presents some of the advantages and challenges facing these novel materials. The next chapter will discuss Nextnano³ software to examine and investigate an innovative method to simulate InGaN-based solar cells.
Chapter 3: Novel Method to Simulate III-Nitride Based Solar Cells

3.1 Introduction

Simulation programs are increasingly used mainly due to their considerable potential in understanding the behavior and operation of the simulated systems without the need to fabricate each material and device studied, reducing costs and development time. The use of computer modeling became a general requirement in order to design and investigate solar cell devices as materials became more novel and structures more complicated. Solar cell simulation programs assist, in general, to study the optical and electronic behavior of the solar cell devices and to explore the impacts of the different parameters on the solar cell performance.

This chapter presents an overview of Nextnano³ software as a method used to simulate III-nitride solar cells. Nextnano³ is a simulation tool, established initially at the Walter Schottky Institute [57], and it is written mainly in the Fortran programming language. This simulator is used for semiconductor nanodevices, and it has been used for studying a variety of optical and electrical properties of nanostructures. Moreover, Nextnano³ can model nano-sized systems using an extensive range of materials in the database for III–V, II–VI, and Si/Ge semiconductor materials, which include nitride semiconductors and their alloys. That is also true for different quantum structures, and both wurtzite and zinc-blende polytypes of the nitride system as well as the unique polarization properties resulting from the crystal symmetries [58]. This software can deal with geometries and any combination related to the semiconductor materials in one, two, or three dimensions. Besides Nextnano³, the Nextnano package provides three other simulated tools: Nextnanomat, Nextnano++, and Nextnano QCL. Both Nextnano++ and Nextnano³ offer a self-consistent solution of the Schrödinger equation, drift-diffusion current equation, Poisson equation, and strain equation [57]. The choice of the tool is based on the application for which it
will be used. In the case of the solar cell device, Nextnano³ is recommended to be used.

Nextnano³ is a useful software to study nanoelectronic devices because it is considered not only to study nanoelectronics but also to solve physics problems [50].

Nextnano³ can be freely downloaded from the website after registration. The site offers various tutorials on optoelectronic and electronic semiconductor nanodevices [50]. Nextnano³ is a very general simulator, but it has not been examined for the simulation of solar cells based on InGaN.

3.2 Solving the Software Equations

In order to model and simulate semiconductor solar cells, a simulation tool should have the ability to calculate the basic semiconductor equations: drift-diffusion current equation, Poisson equation, and continuity equation. Nextnano³ provides a self-consistent solution of the basic semiconductor equations to describe the operation of solar cells.

3.2.1 Poisson Equation

The Poisson equation, which is known from the electrostatics, relates the electric displacement field ($\vec{D}$) to the space charge density ($\rho$). The Poisson equation can be expressed as

$$ \nabla \cdot \vec{D} = \rho \quad \text{(Equation 3-1)} $$

Solving the Poisson equation for the divergence of the electric field is substantial for polarization effects in III-nitrides which is included by:

$$ \vec{D} = \varepsilon \vec{E} + \vec{P} \quad \text{(Equation 3-2)} $$

where $\varepsilon$ is the material’s permittivity, $\vec{E}$ is the electric field, and $\vec{P}$ is polarization density. When there is no change time or magnetic field, the electric field can be found by:

$$ \vec{E} = -\nabla \phi \quad \text{(Equation 3-3)} $$
Substituting Eqn. 3-2 & Eqn. 3-3 into Eqn. 3-1 produces

$$\varepsilon \nabla^2 \phi = -\rho + \nabla \vec{P}$$  \hspace{1cm} (Equation 3-3)

The electrons and holes participate with a negative charge and a positive charge, respectively, to define the contributors to the charge density in the semiconductor. An ionized donor contributes a positive charge while an ionized acceptor has a net negative charge. Thus, the charge distribution is a nonlinear function of the potential.

$$\rho(\phi) = [p(\phi) - n(\phi) + N_D^+ (\phi) - N_A^- (\phi)]$$  \hspace{1cm} (Equation 3-4)

where $p$ and $n$ are the mobile charge carrier densities, and $N_D^+$ and $N_A^-$ are the densities of ionized donors and acceptors.

The solution of the Poisson equation needs identified boundary conditions. Boundary conditions must be indicated at the boundaries between nanostructures and at the metal-semiconductor interface. Even though the system contains contacts, the Poisson equation within the contacts is not solved. As an alternative to resolve the Poisson equation, assumptions on the electrostatic potential inside the contacts are created, and then, they are combined maintaining consistency with the appropriate boundary conditions [59].

3.2.2 Drift-Diffusion Current Equation and Continuity Equation

When applying a bias to the contacts of a device, the device is no longer under equilibrium resulting in a flow of electric currents. A single Fermi level, which is unchanging throughout the instrument, is not enough to describe the charge distribution. However, a fully quantum mechanical calculation of the non-equilibrium distribution of charge is computationally still too challenging for calculations in quasi-two or -three spatial dimensions.

By drift and diffusion processes, the electrons and holes can participate in the current flow.
The total current density of electron \( J_e \) and the total current of the holes \( J_h \) can be found [25] by:

\[
J_e = q\mu_e n\xi + qD_e \frac{dn}{dx} \quad \text{(Equation 3-6)}
\]

\[
J_h = q\mu_h p\xi - qD_h \frac{dp}{dx} \quad \text{(Equation 3-7)}
\]

where \( \xi \) is the associated electric field strength. The mobilities of electrons \( (\mu_e) \) and holes \( (\mu_h) \) are related to the diffusion constant of electrons and holes, \( D_e \) and \( D_h \), through the Einstein relationship, which can be found [25] by:

\[
D_e = \left(\frac{kT}{q}\right)\mu_e \quad \text{(Equation 3-8)}
\]

\[
D_h = \left(\frac{kT}{q}\right)\mu_h \quad \text{(Equation 3-9)}
\]

The continuity equations are the last equations in a system which mainly redirects the number of holes and electrons in a system. The net rate of raising the number of electrons in a certain volume is the rate entering minus the rate exiting, which are relative to the current density and with respect to elemental volume of length \((\delta x)\). The net rate can be found by:

\[
\text{rate of entering} - \text{rate exiting} = \frac{A}{q} \{-J_e(x + \delta x)\} = \frac{A}{q} \frac{dJ_e}{dx} \delta x \quad \text{(Equation 3-10)}
\]

\[
\text{rate of generating} - \text{rate of recombination} = A\delta x(G - U) \quad \text{(Equation 3-11)}
\]

where \( A \) is the cross-section area, \( G \) and \( U \) are generation rate and recombination rate, respectively. Considering the steady state condition, the equation becomes for electrons, and equally for holes [25],

\[
\frac{1}{q} \frac{dJ_e}{dx} = (G - U) \quad \text{(Equation 3-12)}
\]
\[ \frac{1}{q} \frac{dJ_h}{dx} = -(G - U) \]  
(Equation 3-13)

An overall analytical solution of the coupled of nonlinear differential equations, including Poisson, drift-diffusion current equation, and continuity equation, is not possible.

For Nextnano³ software, two approaches are used. The first method is utilized for the ballistic quantum transport calculation in situations comparable to equilibrium and without any effect of scattering. Hackenbuchner has presented the second approach, which combines the traditional drift-diffusion method with a quantum mechanical method for the calculation of the charge carrier densities [59].

Comparable to the Poisson equation, a solution of the drift-diffusion current equations needs to identify the boundary conditions. The boundary conditions must be definite at the interfaces to the contacts and the edges of any nanostructures. As an alternative to resolve the current equations, different assumptions on the quasi-Fermi levels inside the contacts are created, and then they are combined concerning the appropriate boundary conditions.

There are two types of contacts that need to be physically distinguished [59].

1. An ohmic contact forms when the space charge region at the interface between the metal and the semiconductor is small. As a result, the carriers can tunnel across the energy barrier [59]. Near the contacts, the electrostatic potential should be defined such that the local charge is maintained neutral.

2. A Schottky contact forms due to the energy difference between the conduction band edge and the Fermi level pinned by surface states. The finite value of the electric field at the contact is associated with the charge of the occupied surface states [60][61].
3.4 Program Flow

A summary of the program flow of Nextnano³ can be simplified in several steps as presented in Figure 14 [59].

![Program flow scheme of Nextnano³ software](image)

Figure 14: Program flow scheme of Nextnano³ software [59].

In the beginning, the user needs to identify the input files to describe the materials and the geometry of the structure. The contact and all other options are necessary to define the physical system. During the initial phase, Nextnano³ makes a map of the geometry of the device utilizing a grid defined by the user and the materials database, which provides necessary parameters for
the semiconductor materials. Then, the software estimates the band structure of all the materials, calculates a global strain and defines pyroelectric and piezoelectric charges and finally the new band edges based on these charges. The program will then solve the current, Poisson, and Schrödinger equations self-consistently. Newton’s method with an “inexact line” is used as an iterative solving process. During a post-processing phase, optical matrix elements, electrical fields, and current densities can be calculated. Finally, the output of the Nextnano\(^3\) will be created as ASCII data files.

### 3.5 The Parameters of Nextnano\(^3\)

This section primarily describes the code structure of the Nextnano\(^3\) software. The entered code in the input file can be divided into six command groups: General, Sample, Material, Doping, Current and Recombination, and the Output specification, which is typically used for a primary solar cell structure, as presented in the Figure 15. Each command group includes several keywords, which can be referenced to find the default value assigned to specific parameters [59].

Nextnano\(^3\) supports a simple feature, called “Find and Replace”, where strings in the file of entry can be exchanged with another string. This feature can be utilized to set a variable in the input file, and the software uses the following format for variable and comment:

\[
\text{<Variable>} = \text{<Value>} \text{<Comment>}
\]

where \text{<Variable>} starts with \%, and can include characters (0-9, A-Z,or a-z) and the underscore (_). \text{<Value>} is any string without !, and it is used as the default value in the input file. \text{<Comment>} starts with !, and it is utilized as a description of the variable. The comment is optional. The variables are recommended for a good organization to be at the beginning of the input file, but it will be implemented the same regardless of where it is placed as a result of the compiling process [59]. By using the variables, it is possible to define the thickness, doping,
alloy content, grid spacing, and grid nodes and to convert the real number into an integer number. An example of using the variables is in the following lines of code:

```plaintext
%ImportReflectivity = <yes/no>
! import reflectivity spectrum from a file
%FunctionParser = <yes/no>
! This is an important line to evaluate all functions
%Thickness_pLayer = <value>
! thickness of p-type doped layer (DisplayUnit: nm)
%ptypeDoping_pLayer = <value>
! doping concentration of p-type (DisplayUnit: 10^{18} cm^{-3})
%GridNodes_pLayer = %Thickness_pLayer / %GridSpacing_pLayer - 1
! number of grid nodes for p-type doped layer
%INT(GridNodes_pLayer) = %GridNodes_pLayer
! convert the real number into an integer number
```

Now, an explanation of the keywords involved in each group will be presented to identify the default value assigned to the parameters.

![Command Groups and Keywords](image)

**Figure 15:** Nextnano³ command groups and primary keywords for solar cell devices.
3.5.1. General

The general group defines the broad parameters used in the simulation, and it includes global parameters (temperature), numeric control, and simulation flow control.

The keyword “$global-parameters” defines the general parameters, such as temperature, which is applicable throughout the device. Within the keyword “$numeric-control,” all numerical methods and input parameters can be monitored such as the solving of the strain equation, the Poisson equation, the nonlinear Poisson equation, the current equation, the coupled Poisson-current equation, and other equations. For example, Newton’s method can be implemented to solve the classical nonlinear Poisson equation, a nonlinear Schrödinger-Poisson equation based on predictor-corrector approach, and coupled Current-Poisson equation in 1D [59].

The keyword “$simulation-flow-control” can control the simulation by telling the software what scheme to use to calculate the equations. Every single flow scheme has a specific process. In every run, the program will first calculate the strain and then apply the flow systems only if the strain calculation is not turned off using “strain-calculation = no-strain.” After that, the program will solve the Poisson equation to define the electrostatic potential. Finally, the flow scheme is completed [59].

3.5.2. Sample

This command group involves domain coordinates, regions (structure), region cluster, and grid specification.

The keyword “$domain-coordinates” describes the general simulation domain which is limited to a line, a cuboid, or a rectangle based on the dimension for the simulation.

Within the “$regions” keyword, the structure of solar cells can be defined. Most of the
simulation work in this thesis is based on a one-dimensional object which is a line. The
following is an example of the region keyword for a one-dimensional p-n junction.

$regions
region-number = 1
base-geometry = line
region-priority = 1
x-coordinates = 0d0 10d0
$end_regions

The keyword “$region-cluster” can cluster the regions to larger objects. Every area
should be allocated to a group which can be considered by its “cluster-number” which is
an integer number (>=1). Likewise, the default region, which is the remainder of the simulation
domain, is an empty area. Even if it is a blank area, it has to be allocated to a cluster. In every
situation, the default zone number must be equal to the highest number defined plus one [59].
The grid specification is a parameter used to determine the size of the grid spacing which can
have dramatic influences on the runtime of the software. To reduce the runtime of the software,
the grid spacing in different zones which are less attractive can be decreased by lowering the
number of nodes for which the equations need to be solved [59].

3.5.3. Material

The material group consists of three keywords which define the material specification of
each region, the alloy function, and the materials parameters.

The keyword “$material” assists in defining the material assigned to each cluster region.
An example of the format of known materials in the database statement used in the input is [59]:

$material
  material-number = 1
  material-name = GaN
  cluster-numbers = 1
  material-number = 2
  material-name = In(x)Ga(1-x)N
where the alloy function can be constant or linear for a known alloy function, which sets up the function utilized to create the profile of an alloy within the material. Additionally, if the material is completely unknown in the database, or if unique definitions are required, more specification of the materials is possible.

Then, the “$alloy-function” needs to be specified, and it is utilized to describe a ternary alloy profile. A name of an alloy function has to be presented first in the material keyword, then, within the alloy function keyword, the parameters for different built-in functions, which create the alloy profile, must be defined. The next example is the format for the alloy function in the input of Nextnano³ [59]:

```plaintext
$alloy-function
  material-number = 2
  function-name   = constant
  xalloy           = 0.2d0
$end_alloy-function
```

The final keyword that needs to be defined in the material group is the material parameters. First, if the string of the material-type is known in the database, the program will read the default settings for the defined material-type from the database. Some of the parameters need to be identified by using this keyword. Then, the defaults will be overwritten. However, if the string of the material-type is unknown in the database, the user has to specify all the material parameters, and the related definitions in the “$material” including “material-model,” and “material-type” [59].

### 3.5.4. Doping

The doping group includes two keywords: doping function and impurity parameters. First,
the doping can be identified by the created function which is the dimension of the simulation: 1, 2 or 3. Every function is based on one coordinate. The function is utilized for a particular region, but the doping is separated from the region that has been identified before. The doping concentration can be identified in this keyword as in the next example [59].

```plaintext
$doping-function
doping-function-number = 1
impurity-number = 1
doing-concentration = %typeDoping_pLayer !1.0 * 10^{18}cm^{-3}
only-region = 0d0 %pLayer_right_boundary
$end_doping-function
```

The second is the impurity parameters, which are used to specify the properties of the impurities used in the simulation. The format for the impurity parameters in the input is shown in the following [59]:

```plaintext
$impurity-parameters
impurity-number = 1 ! labelled in doping-function
impurity-type = p-type! can be p-, or n-type
number-of-energy-levels = 1 ! only 1 is currently allowed
energy-levels-relative = 0.01507d0! found in the database
degeneracy-of-energy-levels = 4 !4 for p-type, & 2 for n-type
$end_impurity-parameters
```

### 3.5.5. Current and Recombination

The current group keywords involve voltage sweep, Poisson boundary conditions, current regions, current cluster, current models, and simple drift models. In order to find the current, the user has to define the contacts, which can be specified using the Poisson boundary conditions, the “current regions,” its clusters, and “current models.”

The voltage sweep keyword is used to apply some bias voltage to a particular contact. This keyword is used to retrieve the current-voltage characteristics. The solar cell device needs to include contacts to apply any voltage, and the Poisson boundary conditions are used to define the contacts as either Schottky and ohmic. The two methods used to simulate these contacts are
equilibrium and nonequilibrium. First, the equilibrium simulation offers a solution to the Poisson equation with a constant Fermi level at 0 eV with boundary conditions given by Neumann, Dirichlet, Mixed, Ohmic, or Schottky conditions. The second method is the nonequilibrium which offers a self-consistent solution of the current continuity and Poisson equations. It is expected that voltage application result in a minimal flow. Thus, the “current-regions” must be specified between the contacts. The essential boundary conditions in nonequilibrium can only be Ohmic or Schottky [59].

The user has to identify the specific current regions and its clusters to compute the current flow according to the applied bias in the Poisson boundary conditions. The user can use a particular current model such as a simple drift-diffusion. The user can also identify diverse regions for various current models. If the current region is not defined, the number of the “current-region” in the whole simulation area can equal one [59].

To specify the drift model, the user needs to set the models for generation, recombination, and models, and provide all related parameters for each material used in the device. The input file or the database must include all the mobility parameters for the covered materials in the current cluster. Even if the mobility parameters of the metal contacts are not utilized in the calculation, they must be present as well [59].

Finally, the keywords: “Shockley-Read-Hall (SRH) recombination,” “Auger recombination,” and “direct recombination” should be defined for solar cell devices. Impurities, generally due to dopant atoms, are the main source of SRH recombination, whereas the high carrier concentration that results from high doping will generally increase the importance of Auger recombination. Finally, direct recombination is, of course, the creation of a photon due to band-to-band relaxation between the conduction and valence bands [59].
3.5.6. The output specification

The input file includes a particular keyword to define the output for every group of existing data. Then, a destination directory is required. The directory name must add a trailing slash such as 'dir\.' The specifications for each output keyword is a flag, which can be “yes” or “no,” or numbers. Examples of output keyword options, which should be included in the input file for solar cell devices, are: “$global-settings,” “$output-raw-data,” “$output-bandstructure,” “$output-densities,” “$output-current-data,” and “$output-material” [59].

After running the simulation, the output of Nextnano³ simulator will be many ASCII files including information on the input structure. The Nextnano³ simulator contains a viewer in the “Output” tag, which assists in visualizing the data as presented in the Figure 16. Nextnano³ can output bandgap, Gamma, I-V characteristics, generation rate, quantum efficiency, and solar cells result, including $J_{SC}$, $V_{OC}$, $P_{max}$, $P_{in}$, FF, and conversion efficiency [59].

Figure 16: Nextnano³ window showing the 1D band-edges of a double heterostructure InGaN/GaN solar cell: gamma band-edges (red), heavy-hole (brown), light-hole (orange), the electron Fermi level (light green hidden under light blue), and the hole Fermi level (light blue).
3.6 Conclusion

This chapter presented an introduction to Nextnano³ software including some of the equations solved, the program flow, the code structure of the input files, and some of its keywords. In order to demonstrate that Nextnano³ is a suitable software for simulating solar cell devices, the next chapter introduces a comparison between Nextnano³ and PC1D.
Chapter 4: Comparative study of Single-Junction Silicon Solar Cells within Nextnano³ and PC1D

4.1 Introduction

This chapter presents a brief introduction to the Personal Computer One-Dimensional (PC1D) software package and a comparative study of single-junction silicon solar cells using Nextnano³ and PC1D. The variation of I-V characteristics was studied by changing the thickness, and the doping concentrations.

4.2 PC1D Simulation Tool

Personal Computer One-Dimensional (PC1D) software is a commonly used software package for the quick simulation of mainly semiconductor solar cell devices, but it is not very versatile in terms of new materials or nanostructures [62]. At the same time, the Nextnano³ software package has widely be applied to nanostructures and has a vast and customizable database of materials. However, it has not been used extensively to simulate the performance of solar cell devices. Therefore, the PC1D simulator was chosen as a comparison to validate that Nextnano³ can be used for solar cell devices. PC1D is used not only for research purposes but also for an industrial purposes. PC1D assists users in understanding the operation of solar cells and is known to give reliable and expectable results, mainly for silicon-based devices [63]. PC1D uses finite-element analysis as the numerical method to solve the coupled nonlinear equations required to simulate solar cell performance [15] providing I-V characteristics including $J_{sc}, V_{oc}$, $P_{max}$, as well as the conversion efficiency.

4.2.1 Operation of PC1D

The operating interface for the PC1D software can be seen in Figure 17. Here, there are four distinct sections on the right side of the “Device Schematic.” The first one is the “DEVICE”
section which consists of general information about the semiconductor device such as the device area and the reflectance. Then, the “REGION 1” section, which covers all of the parameters describing the semiconductor material used in the device. The user can add more regions to create a multijunction or heterojunction device. The third section is the “EXCITATION” which includes the lighting conditions such as applied temperature and the light source. The “RESULTS” section provides the output of solar cell’s performance.

**Figure 17:** An example of the operation interface of the PC1D software.
4.3 Differences Between Nextnano\textsuperscript{3} and PC1D

To explain the electrical characteristics of solar cells, differential equations, which form the semiconductor equations with appropriate boundary conditions, are expanded to describe the solar cell performance. The coupled system of nonlinear partial differential equations is complicated and, in most cases, impossible to be explicitly solved in general. Therefore, numerical techniques must be applied to solve the semiconductor equations. This numerical method contains the discretization of a device in space and time and, therefore, a solution of such a system can be obtained from the discretization process. The most common three methods which are being employed to discretize a particular semiconductor structure are the finite difference, finite element, and finite boxes methods [64]. The chosen method for discretizing the device is based on several factors including the partial differential equations along with the boundary conditions, the domain geometry, and the coordinate scheme used to describe the continuous problem [65].

The Finite Difference Method (FDM) is the used method by Nextnano. FDM is the oldest and the most straightforward process, and it is exceptionally stable. This approach is a differential scheme, which divides the domain into sub-domains by determining an organized grid, where the grid is a group of mesh streaks parallel to the coordinate axes. This process produces a scheme of nonlinear equations, which can be solved by standard algorithms such as Newton’s method [64].

PC1D uses the Finite Element Method (FEM), which is an integral scheme. This method splits the domain into a finite number of subdivisions or finite elements without elimination or overlap. The most frequently chosen shape for the individual element is a triangle.

“At each element, an approximation of the solution is sought in such a manner that outside the element the contribution to the total approximate solution is zero.
The approximate solution at each of these elements is expressed in terms of a polynomial and the coefficients of these polynomials are determined by approximate solutions at each of the nodes of the elements and/or middle of the edges of the elements” [66].

The discretization schemes differ between the FEM and FDM. The FEM is suitable for more complex geometry than FDM, though it demands more computational resources than FEM, which discretizes equations on groups of mesh points (Figure 18). However, FDM discretizes derivatives at the nodes of a homogeneous mesh (Figure 19). The mesh in the FDM is square while the mesh in FEM can take flexible geometrical forms.

The solution using the two methods can be different due to discretization differences and calculation errors. Ultimately, FEM methods usually achieve better accuracy than FDM however at the great expense of processing time [66]. Table 3 summarizes the differences and similarities between the two methods.

![Figure 18: Finite element discretization](image)

Figure 18: Finite element discretization [66].
Figure 19: Finite difference discretization [66].

Table 3: Some differences and similarities between finite difference method and finite element method [67].

<table>
<thead>
<tr>
<th>Differences</th>
<th>Finite-element method</th>
<th>Finite difference method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use irregular grid</td>
<td>Use regular grid</td>
<td></td>
</tr>
<tr>
<td>Determine the mesh itself</td>
<td>User has to determine the mesh</td>
<td></td>
</tr>
<tr>
<td>Discretizes equations at cells of a mesh</td>
<td>Discretizes derivatives at nodes of an homogeneous mesh</td>
<td></td>
</tr>
<tr>
<td>A lot of calculations are done in each time step</td>
<td>A little calculations are done in each time step</td>
<td></td>
</tr>
<tr>
<td>Require an iterative procedure to follow a non-linear constitutive law</td>
<td>Not required for an iterative procedure to follow a non-linear constitutive law</td>
<td></td>
</tr>
<tr>
<td>Similarities</td>
<td>Use Newton method to solve the non-linear equations</td>
<td>Use Newton method to solve the non-linear equations</td>
</tr>
</tbody>
</table>
4.4 Simulation of Single-Junction Silicon Solar Cells in Both Simulation Tools

4.4.1 Silicon Solar Cell Structure

The initial solar cells were simulated using silicon, a well-studied material for photovoltaic devices, with more than 85% of the currently fabricated production solar cells being based on it [51]. Si was chosen as the material for the comparison between the two packages because it is a well-known material in both software tools which will make the comparison much more manageable.

The p+/n structure of a crystalline silicon solar cell utilized in this chapter is presented in the Figure 20. The doping concentration of the n-type base is $1 \times 10^{16} \text{ cm}^{-3}$, with a 30 μm thickness while the doping concentration of the p+ emitter is $1 \times 10^{19} \text{ cm}^{-3}$ at the front surface, with a thickness of 5 μm.

![Figure 20: Silicon solar cell structure.](image)

4.4.2 Input Parameter

4.4.2.1 Optical Parameters in Nextnano³ and PC1D

The optical parameters of silicon used in Nextnano³ and PC1D were obtained through a
combination of existing values in the database in both simulators. The solar radiation applied in this simulation is ASTM G173-03 Reference Spectra for AM1.5G under one sun, shown in Figure 21. This solar spectrum was applied to the input of both Nextnano³ and PC1D. Importing the solar photon intensity into the simulation assists in computing the number of carriers contributing to the solar cell devices at different wavelengths. The absorption coefficient of Si is also required to determine the cell response. Silicon is an indirect bandgap material which leads to a significantly reduced absorption coefficient as compared with direct bandgap semiconductors. The absorption coefficient used in PC1D and Nextnano³ for Si is shown in Figure 22.

The two packages require different optical inputs to calculate the performance of the solar cell. PC1D makes use of the refractive index while Nextnano³ requires the reflectivity. The refractive index was taken from the PC1D database. In order to apply the same optical input in both simulators, calculating the imaginary part of the reflective index requires obtaining the reflectivity of Si. The imaginary part is found by:

\[ K = \frac{\lambda \alpha}{4\pi} \]  

(Equation 4-1)

where \( \lambda \) and \( \alpha \) are the wavelength and absorption coefficient, respectively. The absorption coefficient was taken from PC1D database and used in both simulators. The refractive index and the calculated imaginary part are shown in Figure 23.

These results were used to get the reflectivity of Si by the following equation:

\[ R = \frac{(n - 1)^2 + K^2}{(n + 1)^2 + K^2} \]  

(Equation 4-2)

where \( n \) is the index of refraction for Si. The calculated reflectivity used in Nextnano³ is presented in Figure 24.
Figure 21: The used solar spectrum for AM1.5G.

Figure 22: Absorption coefficient of silicon.
**Figure 23:** The real and imaginary part of Si refractive index vs. wavelength.

**Figure 24:** The computed reflectivity for silicon.
4.4.2.2 Electrical Parameters in Nextnano³ and PC1D

The material electrical parameters used were matched (to the extent possible) in both simulators. These parameters for Si are summarized in Table 4.

<table>
<thead>
<tr>
<th>Electrical Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron mobility</td>
<td>1417 cm²/Vs</td>
</tr>
<tr>
<td>Hole mobility</td>
<td>470.5 cm²/Vs</td>
</tr>
<tr>
<td>Dielectric constant</td>
<td>11.9</td>
</tr>
<tr>
<td>Band gap</td>
<td>1.09</td>
</tr>
<tr>
<td>Temperature</td>
<td>300 K</td>
</tr>
<tr>
<td>Lifetime</td>
<td>1000 µs</td>
</tr>
<tr>
<td>Auger for electron</td>
<td>2.8e-31 cm⁶/s</td>
</tr>
<tr>
<td>Auger for hole</td>
<td>9.9e-31 cm⁶/s</td>
</tr>
<tr>
<td>Bulk doping (n &amp; p)</td>
<td>7.1e15 cm⁻³</td>
</tr>
</tbody>
</table>

4.4.3 Calculation of Si Solar Cell

The electrical performance of the Si solar cell was also analytically derived, due to its relative simplicity, in order to critique the outcomes of both PC1D and Nextnano³. The solar radiation applied in the calculation is ASTM G173-03 Reference Spectra for AM1.5G for one sun. In order to calculate the photon flux which is expressed as the number of photons per second per unit area, the photon energy in joules needs to be first calculated by:

\[ E_{ph} = \frac{hc}{\lambda} \]  

(Equation 4-3)

where \( hc \) is the Planck constant times the speed of light, respectively, and \( \lambda \) is the wavelength of light in nm. Then, the photon flux in cm² s⁻¹ was computed by:
Photon flux \[ \frac{\text{solar spectrum} (w \text{m}^{-2} \text{nm}^{-1}) \times (\lambda_2 - \lambda_1)(\text{nm})}{10000} \] (Equation 4-4)

where the solar spectrum used was for AM1.5G under one sun.

The photon flux is essential in defining the number of electrons generated, and thus the current produced from the solar cell device. Therefore, to calculate the number of electrons produced at any point within the solar cell, the generation rate \( G \), which is a critical parameter in the operation of solar cell, is used. The generation rate can be found by:

\[ G = \alpha N_0 (e^{-\alpha x}) \] (Equation 4-5)

where \( \alpha \) is the absorption coefficient, \( N_0 \) is the photon flux, and \( x \) is the depth into the semiconductor from the light exposed surface. The absorption coefficient is an essential parameter to determine the generation rate and is the same as is used in the simulations. To determine the largest current drawn from the solar cell, the short-circuit current, as explained in detail in Section 2.1.4, can be found by:

\[ J_{sc} = qG(L_n + L_p) \] (Equation 4-6)

where \( L_n \) and \( L_p \) are the diffusion lengths of the electron and holes respectively. The diffusion length can be defined as the typical length that a carrier travels between generation and recombination. These can be calculated by:

\[ L_e = \sqrt{D_e \tau_e}, \quad L_h = \sqrt{D_h \tau_h} \] (Equation 4-7)

where \( \tau_e \) and \( \tau_h \) are the lifetimes of the electrons and holes, and \( D_e \) and \( D_h \) are the diffusivity of electrons and holes, respectively. Heavily doped semiconductors have higher recombination rates leading to shorter diffusion lengths. However, longer diffusion lengths can be obtained by using materials with longer lifetimes. Thus, the lifetimes are an important quantity that must be considered when choosing the semiconductor materials for solar cells [26]. In order to define the
diffusion length, the diffusivity must first be calculated by:

\[ D_e = \frac{KT}{q} \mu_e, \quad D_h = \frac{KT}{q} \mu_h \]  
(Equation 4-8)

where \( \mu_e \) and \( \mu_h \) are the mobility of majority carriers for electrons and holes respectively, and these mobilities can be obtained by:

\[ \mu_e = 65 + \frac{1265}{1 + \left( \frac{N_D}{8.5 \times 10^{16}} \right)^{0.72}} \]  
(Equation 4-9)

\[ \mu_h = 47.7 + \frac{447.3}{1 + \left( \frac{N_A}{6.3 \times 10^{16}} \right)^{0.76}} \]  
(Equation 4-10)

where \( N_D \) and \( N_A \) are the donor concentration and acceptor concentration in \( \text{cm}^{-3} \) correspondingly.

All the above parameters can be used to compute the dark saturation current \( (J_0) \) which is an essential parameter to differentiate between different diodes. \( J_0 \) is used to measure the recombination in a solar cell [26], and can be calculated by:

\[ J_0 = \left( \frac{qD_e n_i^2}{L_e N_A} + \frac{qD_h n_i^2}{L_h N_D} \right) \]  
(Equation 4-11)

where \( n_i \) is the intrinsic carrier concentration in the semiconductor materials.

The remaining parameters to define the solar cell results, including \( V_{oc} \), \( FF \), and, \( \eta \), as described in detail in Section 2.1.4, were calculated by the following equations:

\[ V_{oc} = \frac{KT}{q} \ln \left( \frac{J_{sc}}{J_0} + 1 \right) \]  
(Equation 4-12)

\[ FF = \frac{V_{oc}-\ln(V_{oc}+0.72)}{V_{oc}+1}, \quad V_{oc} = \frac{V_{oc}}{\frac{KT}{q}} \]  
(Equation 4-13)

\[ \eta = \frac{V_{oc}J_{sc}FF}{P_{in}} \times 100 \]  
(Equation 4-14)

where \( P_{in} \) is the incident power in the solar cell device. The IV curve of a solar cell under illumination can be calculated by using the following:
\[ I = I_L - I_0 \left[ e^{\left(\frac{qV}{nkT}\right)} \right] \]  

(Equation 4-15)

where \( I_0 \) can equal \( I_{sc} \) if the series resistance is very small.

4.4.4 Results

In this section, all the simulation results of the single-junction Si solar cell obtained by both Nextnano\(^3\) and PC1D will be discussed and compared with the analytical results. The simulation results of the Si solar cell are presented in Table 5, which contains short circuit current, \( J_{sc} \), open circuit voltage, \( V_{oc} \), maximum power output, \( P_{max} \), fill factor, \( FF \), and the solar conversion efficiency, \( \eta \). These parameters are the most principal to characterize solar cell performance.

<table>
<thead>
<tr>
<th>Solar cells output</th>
<th>Nextnano(^3)</th>
<th>PC1D</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_{sc} ) [A/m(^2)]</td>
<td>94.7</td>
<td>89.7</td>
<td>70</td>
</tr>
<tr>
<td>( V_{oc} ) [V]</td>
<td>0.56</td>
<td>0.66</td>
<td>0.7</td>
</tr>
<tr>
<td>( P_{max} ) [W]</td>
<td>43</td>
<td>49</td>
<td>41</td>
</tr>
<tr>
<td>( FF )</td>
<td>0.81</td>
<td>0.83</td>
<td>0.84</td>
</tr>
<tr>
<td>( \eta )</td>
<td>4.34</td>
<td>4.9</td>
<td>4.14</td>
</tr>
</tbody>
</table>

These parameters can be extracted from the I-V curves of the Si solar cell which are shown in Figure 25. The solid red line with square points is from Nextnano\(^3\), the solid blue line with circle points is from PC1D, and the light purple solid line with triangle points is the I-V curve plotted using the analytical solution.
Figure 25: Comparison of I-V curves for Si solar cells.

To ensure an accurate comparison of simulations between the two simulators and the analytical calculation, the optical and electrical parameters used in all cases were kept the same, as defined in detail in Section 4.3.2. The only notable difference is the numerical methods used by each simulator, which was discussed in more detail in Section 4.2.

As presented above, Table 5 indicates a decent agreement, although not exact, between the output results in Nextnano\textsuperscript{3} and PC1D and the calculation. When comparing Nextnano\textsuperscript{3} with PC1D, the difference in solar conversion efficiency is only 0.56%. This can generally be attributed to variations in the discretization and numerical methods and is acceptable for the purpose of this comparison. However, when comparing the output data of Nextnano\textsuperscript{3} with the analytical calculation, the difference in solar conversion efficiency is only \(\sim 0.2\%\).

Accepting the absolute variation in the results, a comparison between the simulation
packages was made by varying the thickness of the emitter of the Si solar cell. The other three parameters, thickness, doping concentration of n-type absorber layer, as well as the doping concentration of p-type emitter, were fixed.

*Changing the Thickness of P-type Emitter*

Here, the doping concentration of the n-type base was fixed at $1 \times 10^{16}$ cm$^{-3}$, the thickness was fixed at 30,000 nm, while the doping concentration of the p-type emitter was fixed at $1 \times 10^{19}$ cm$^{-3}$. These parameters are shown in Figure 26. The thickness of the p-type emitter was varied between 1000, 5000, and 10,000 nm.

![Diagram showing Si solar cell structure with fixed parameters](image)

**Figure 26:** Fixed parameters in Si solar cell structure varying the p-type thickness.

The output I-V curves of the different p-type thicknesses using PC1D and Nextnano$^3$ are presented in Figure 27 and Figure 28. The output I-V curves from both simulators show that increasing the thickness of the p-type region negatively affects both the $J_{sc}$ and $V_{oc}$. The smallest thickness (1000 nm) shows the best response in both cases, while the resulting I-V curves decrease monotonically with increasing thickness. The differences between the two simulations in $J_{sc}$ and $V_{oc}$ was ~6.3%, and ~27.3%, respectively, which is within a suitable range.
Additionally, the thickest device simulated (10,000 nm) had the poorest performance. Here the differences in $J_{sc}$ and $V_{oc}$ were $\sim 23.3\%$ and $\sim 21.15\%$, respectively. More important than the comparison of the absolute values is that the trends observed by changing a parameter are identical and of similar magnitude as obtained from each simulation package.

For completeness, to explain the physical response of the device, the p-type region has a fixed minority diffusion length. As the thickness of this emitter gets more substantial, more carriers are absorbed outside of that diffusion length from the base and cannot be used as photocurrent. Therefore, as the emitter gets thicker, the device operation decays.

**Figure 27**: Output I-V curves for different thickness of p-type emitter using PC1D.
Figure 28: Output I-V curves for different thickness of p-type emitter using Nextnano³.

Consequently, this comparison successfully demonstrates that the modeling and simulation, specifically for solar cells, is acceptable using Nextnano³. Therefore, the output results of the two simulators, as well as of the fundamental drift-diffusion equations, are acceptably similar. The simulation results of single-junction Si solar cell prove the feasibility of using Nextnano³ software for solar cell simulation. Hence, the next step was to use Nextnano³ software to simulate III-nitride based solar cells.
Chapter 5: Simulating III-Nitride Based Solar Cell within Nextnano\textsuperscript{3}

The primary motivation behind this work was to develop the use of Nextnano\textsuperscript{3} software to simulate III-nitride-based solar cells in order to make the future use of it possible for nanostructured III-nitride solar cell research. This was motivated, not only by the range of bandgap energies available to work with in the InGaN system, but also by the extremely high absorption coefficients as compared to Si (potentially absorbing most available light within \(\approx 200\) nm) as well as the widespread adaptation of InGaN in blue light emitting diodes in spite of their relatively low material quality [68].

Nevertheless, the growth of III-nitride materials has been a significant focus of research due to the substantial challenges associated with achieving high-quality materials, many of which are a direct result of the lack of native GaN substrate material to grow on. In that absence, sapphire substrates are generally used which result in high defect densities in the as-grown materials. These defects can be overcome to some degree by using multi-quantum wells (MQW) or superlattices with a small thickness instead of thick InGaN layers, for example. Another challenge is phase separation for high In content InGaN alloys. This prevents the growth of thick layers of these compositions of InGaN, which includes the green band where the ultra-high efficiency green light can be observed. The separate phases of the material can act as recombination centers, leading to reducing the short-circuit current and decreasing the solar cell performance. However, it is recently becoming possible with advanced growth techniques to both control the phase separation and in-fact exploit it in order to grow material which might be usable for ultra-high efficiency solar cells [52].

Even though fabrication of different InGaN-based solar cells have shown some promising results, the conversion efficiencies are still lower than 2\% which is much lower than the
theoretical maxima for simple designs [69]. In order to optimize their performance using novel structures without growing and fabricating every possible combination, simulation-based investigations should provide useful understanding. In order to take the first steps toward realizing this simulation-based study, in this work the performance of single-junction InGaN solar cells was studied as a function of some simple parameters including the indium composition and the inclusion of an extended intrinsic region using Nextnano3.

5.1 Structure

The structure of the single-junction InₓGa₁₋ₓN solar cells used for theoretical simulation is presented in Figure 29. The doping concentration of the p-type emitter is $1 \times 10^{18}$ cm$^{-3}$, with a thickness of 200 nm, and the doping concentration of the n-type base is $1 \times 10^{17}$ cm$^{-3}$, with a 1000 nm thickness.

![Figure 29: InₓGa₁₋ₓN solar cell structure.](image)

5.2 Input Parameters

The optical parameters of InₓGa₁₋ₓN alloys were obtained through a combination of existing values in the Nextnano³ database and published results (Table 6). The solar radiation applied in this simulation is ASTM G173-03 Reference Spectra for AM1.5G under one sun, as was offered
in Figure 21. In addition, the absorption coefficient ($\alpha$) of the In$_x$Ga$_{1-x}$N alloys were calculated [69] by:

$$\alpha = (1.0 \times 10^5) \sqrt{C(E_{ph} - E_g) + D(E_{ph} - E_g)^2}$$  \hspace{1cm} (Equation 5-1)

where $C$ and $D$ are composition dependent parameters found in Table 6 [70]. $E_{ph}$ is the photon energy, which can be calculated using Equation 4-3, and $E_g$ is the indium energy bandgap of the In$_x$Ga$_{1-x}$N alloys at 300 K, which can be calculated [69] by:

$$E_g = x \cdot E^{InN}_{g} + (1 - x) \cdot E^{GaN}_{g} - b \cdot x \cdot (1 - x)$$  \hspace{1cm} (Equation 5-2)

where $x$ is the indium content in the In$_x$Ga$_{1-x}$N alloys. $E^{InN}_{g}$, the bandgap energy of InN, is 0.7 eV, and $E^{GaN}_{g}$, the bandgap energy of GaN, is 3.42 eV. The bowing parameter, $b$, is 1.43.

**Table 6:** The composition dependent parameters used to calculate the In$_x$Ga$_{1-x}$N absorption coefficient of the In$_x$Ga$_{1-x}$N alloys [70].

<table>
<thead>
<tr>
<th>$x$</th>
<th>$C$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.69642</td>
<td>0.46055</td>
</tr>
<tr>
<td>0.83</td>
<td>0.66796</td>
<td>0.68886</td>
</tr>
<tr>
<td>0.69</td>
<td>0.58108</td>
<td>0.66902</td>
</tr>
<tr>
<td>0.57</td>
<td>0.60946</td>
<td>0.62182</td>
</tr>
<tr>
<td>0.5</td>
<td>0.51672</td>
<td>0.46836</td>
</tr>
<tr>
<td>0</td>
<td>3.52517</td>
<td>-0.65710</td>
</tr>
</tbody>
</table>

The absorption coefficients used for various indium compositions in the In$_x$Ga$_{1-x}$N material system are shown in Figure 30. For $x = 0.2$, the data was taken from the Nextnano³ database,
while the other values, for \( x = 0.5, 0.6, 0.7, \) and \( 0.8 \), were calculated using Equation 5-1 and the published data included in Table 6. The InGaN layers have very high absorption coefficients, on the order of \( 10^5 \) cm\(^{-1} \) for optical energies above the bandgap, and then they fall very quickly for energies lower than the bandgap as a result of the direct nature of the bandgap as opposed to the indirect bandgap for Si [71]. The absorption coefficient of \( \text{In}_x\text{Ga}_{1-x}\text{N} \) materials is one order of magnitude greater than that of GaAs. Thus, a considerable amount of light can be absorbed by a small thickness in the \( \text{In}_x\text{Ga}_{1-x}\text{N} \) materials [71].

**Figure 30:** \( \text{In}_x\text{Ga}_{1-x}\text{N} \) absorption coefficient for various indium content.

The temperature used in all the simulation of the \( \text{In}_x\text{Ga}_{1-x}\text{N} \) solar cells was 300 K. The mobility of both electrons and holes for the \( \text{In}_x\text{Ga}_{1-x}\text{N} \) materials was set at 100 cm\(^2\)/Vs. To simplify the simulations, some assumptions were made. The Auger recombination and the Shockley-Read-Hall (SRH) recombination were turned off, leaving direct, band-to-band recombination as the only recombination mechanism used in the InGaN simulations, and it was
set at $1.1 \times 10^8$ cm$^3$/s.

**5.3 Simulating Single-Junction In$_x$Ga$_{1-x}$N Solar Cells with Various Indium Contents**

Several single-junction solar cells were simulated using indium concentrations varying from 0.2% to 0.8%. The influence of the indium composition on the performance of In$_x$Ga$_{1-x}$N single-junction solar cells was investigated to understand the operation of these solar cells better and to provide the crucial parameters and optimum efficiency for the actual fabrication of solar cells.

The energy band diagrams of In$_x$Ga$_{1-x}$N single-junction solar cells with various indium compositions are presented in Figure 31a. Here, for each composition the same color is used for the conduction band edge as for the valence band edge except that it is a darker shade. Furthermore, the simulated internal quantum efficiencies (IQE) for these same cells are shown in Figure 31b where the colors for each composition match those in Figure 31a. Generally, the bandgap of each indium concentration can be obtained from the energy band diagram. As the indium content in the In$_x$Ga$_{1-x}$N alloys increases, the device bandgap decreases. Starting with the lower indium content solar cell, the near UV bandgap reduces the number of photons absorbed resulting in decreasing the number of photons collected into the contacts of the cell as can be seen by the shifting cutoff to longer wavelengths in the IQE. Additionally, the output IQE for each cell shows basically that all the photons absorbed are collected in the contacts of the cells. The structure of the curve (sharp or round) is generally due to the structure of the absorption curves in Figure 30.

The operation of In$_x$Ga$_{1-x}$N single-junction solar cells were investigated through the characteristic parameters including $J_{sc}$, $V_{oc}$, and $\eta$. These parameters can be obtained from the simulated J-V characteristics of In$_x$Ga$_{1-x}$N as shown in Figure 32. As the indium content was increased, $V_{oc}$ decreased, while $J_{sc}$ increased. The $V_{oc}$ can be affected by the bandgap.
Figure 31: (a) Energy band diagrams, and (b) IQE of In$_x$Ga$_{1-x}$N single-junction solar cells for various indium compositions.

Figure 32: J-V characteristics of In$_x$Ga$_{1-x}$N single-junction solar cells for different indium compositions.
energy due to the variation of the Fermi energies ($\Delta E_F$) in the depletion region [69]. Thus, the $V_{oc}$ is expected to decrease with the increasing indium content. According to Equation 5-3, the $V_{oc}$ is also directly related $J_{sc}$, so smaller $J_{sc}$ leads to reduced $V_{oc}$. The $J_{sc}$ clearly depends on the number of absorbed photons by the solar cells. By reducing the bandgap through using more indium concentration, more photons were absorbed by the In$_x$Ga$_{1-x}$N leading to higher $J_{sc}$. The absorption of photons can also be enhanced by higher penetration depth of infrared light. Smaller bandgap and larger penetration depth leads to the generation of more photocurrent in the solar cells with the higher indium concentrations.

Additionally, the effects of concentrating the light intensity can be seen from Figure 32. When raising the intensity of light to 1000 suns, there was no relative change in the $J_{sc}$ for all solar cells. These concentrator curves are all divided by 1000 here. However, higher $V_{oc}$ was found due to the logarithmic dependence on $J_{sc}$ as found by [16]:

$$V'_{oc} = \frac{n_kT}{q} \ln \left( \frac{XJ_{sc}}{I_0} \right) = \frac{n_kT}{q} \left[ \ln \left( \frac{J_{sc}}{I_0} \right) + \ln X \right] = V_{oc} + \frac{n_kT}{q} \ln x \quad \text{(Equation 5-3)}$$

where $X$ is the light intensity.

Figure 33 shows that the conversion efficiency increases with indium content until reaching 0.5 then it decreases again. As mentioned before, when increasing the indium concentration, the absorption and the $J_{sc}$ improve while the $V_{oc}$ is reduced. These characteristic parameters, $J_{sc}$ and $V_{oc}$, could affect the final conversion efficiency ($\eta$). Furthermore, in order to simplify the description of $\eta$, the indium content in each In$_x$Ga$_{1-x}$N solar cell was divided into three categories: (a) low indium concentrations, $x = \sim 0.2$, (b) high indium concentrations, $x = 0.7$ and 0.8, and (c) medium indium concentrations with $x = 0.5$ and 0.6. First, in (a), the cells have very low $\eta$ due to the very low $J_{sc}$, and similarly in (b), the cells with high indium concentrations have very low efficiency due to their very low $V_{oc}$. Finally, in (c), the solar cell with medium indium
contents has the highest efficiency due to the combination of both relatively high $J_{sc}$ and $V_{oc}$. The In$_x$Ga$_{1-x}$N solar cells with medium indium contents are optimum for high efficiency solar cells. However, phase separation in high indium content InGaN alloys has been a challenge.

![Efficiency versus indium content](image)

**Figure 33:** Efficiency versus indium content in the In$_x$Ga$_{1-x}$N single-junction solar cells.

The simulations so far included strain in the InGaN layer with the assumption that the growth is strained to a GaN substrate. In reality there will be some strain relaxation, so to study the effects of the strain on solar cell performance, the In$_x$Ga$_{1-x}$N single-junction solar cells with the same structure under 1sun were simulated using 0.6 and 0.8 indium contents with strain and without strain. The J-V characteristics of this simulation are shown in Figure 34. These results for both indium compositions show no change for $J_{sc}$ while a significant improvement was found for the $V_{oc}$ without strain. It is known that pseudomorphic, compressive, biaxial strain in the InGaN system will result in an increase in the bandgap. Therefore, the inclusion of strain should
result in higher \( V_{oc} \) and, thus, an improved efficiency in relation to the bandgaps in Figure 33. However, according to Figure 34, the efficiencies of both compositions decreased significantly with the introduction of strain. This result is not well understood at this time and will be the focus of future study.

**Figure 34:** J-V characteristic of In\(_x\)Ga\(_{1-x}\)N single-junction solar cells with and without strain.

### 5.4 Simulating In\(_{0.5}\)Ga\(_{0.5}\)N Single-Junction Solar Cells

Since the maximum efficiencies were achieved by using In\(_{0.5}\)Ga\(_{0.5}\)N (Figure 33), various In\(_{0.5}\)Ga\(_{0.5}\)N single-junction solar cells were simulated in order to study the impact of the thickness of p-type region on the solar cell performance and to find the optimal thickness for p-type region. In this experiment, the thickness of p-layers was varied while the other parameters were fixed. The structure used in this simulation of In\(_{0.5}\)Ga\(_{0.5}\)N single-junction solar cells is shown in Figure 35.
Figure 36 shows the energy band diagrams, J-V characteristics, and the total conversion efficiency as functions of the p-type thickness. Increasing the p-layer thickness leads to increase in the distance between the front surface of the device and the space charge region. Thus, the photogenerated carriers would have to travel for a long distance before being collected in the contact. The long distance increases the chance of being lost due to recombination, which should generally decrease the \( J_{sc} \). This is found to be true in the output J-V characteristics of Figure 36. However, at very small thicknesses, the \( V_{oc} \) dropped suddenly, because the depletion region extended sufficiently close to the front surface affecting the efficiency by reducing the voltage required to reach flatband and, thus, the \( V_{oc} \). On the other hand, there were some anomalies found in the simulations using \( x = 0.5 \), seen as the spikes at \( \sim 0.2V \) in the J-V curves of the 100nm and the 300nm samples. These results need to be investigated further in order to understand the causes of these anomalies. Finally, the efficiency was found to be maximum at 100nm thickness.

**Figure 35:** The reference \( \text{In}_{0.6}\text{Ga}_{0.4}\text{N} \) single-junction structure.

Due to the relatively high efficiency of the \( \text{In}_{0.6}\text{Ga}_{0.4}\text{N} \) device and unforeseen anomalies in
the simulations using In$_{0.5}$Ga$_{0.5}$N, the following studies were performed using In$_{0.6}$Ga$_{0.4}$N. The general trends resulting from the following variations are the interesting results and will be assumed to be similar for this range of composition even though it is understood that In$_{0.6}$Ga$_{0.4}$N may not produce the absolute maximum efficiencies.

**Figure 36:** (a) Energy band diagrams, (b) J-V characteristics, and (c) efficiency as a function of p-type thickness.

### 5.5 Simulating In$_{0.6}$Ga$_{0.4}$N Single-Junction Solar Cells

In this section, several In$_{0.6}$Ga$_{0.4}$N single-junction solar cells were simulated. The objective of this simulation work was to uncover the trends that lead to maximizing the conversion efficiency
of single-junction InGaN solar cells and to obtain the effective structure parameters. The effects of the thickness of each layer and the doping concentration on the electrical parameters of the solar cell, including characteristic parameters $J_{sc}$, $V_{oc}$, and $\eta$, were investigated. The structure used in this simulation of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells within Nextnano$^3$ (Appendix A) is shown in Figure 37.

![Figure 37: In$_{0.6}$Ga$_{0.4}$N single-junction structure.](image)

5.5.1 The effect of different thickness of each layer

The InGaN thickness is sufficient to absorb about 99% of the incident light. It was found that the InGaN solar cells with 300 nm of the total device thickness absorbed around 95% of the light, and about 99% for 500 nm of device thickness. Therefore, the limit of the total device thickness of InGaN solar cell is approximately 500 nm to absorb all of the incident light [4]. However, simply absorbing all the light does not necessarily lead to high efficiency. In order to study the effect of thickness on the performance of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells and to find the optimal thickness for each region, varying the thickness of p- and n-layers were explored.

First, the doping concentration of the n-type base was fixed at $1 \times 10^{17}$ cm$^{-3}$, and the
thickness was fixed at 1000 nm, while the doping concentration of the p-type emitter was fixed at $1 \times 10^{18}$ cm$^{-3}$. The thickness of the p-type emitter was varied between 30, 50, 100, 200, and 300 nm.

The energy band diagrams of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells for various p-type thicknesses are given in Figure 38a and the IQE in Figure 38b. By decreasing the p-layer thickness, the distance between the space charge region and the front surface, where the contact is, was decreased. Therefore, the photogenerated carriers have to travel a shorter distance before being collected in the contact. As a result, the carriers have less chance of recombining and being lost, which generally should lead to increased $J_{sc}$.

The output J-V characteristics of these cells are shown in Figure 39. When decreasing the p-In$_{0.6}$Ga$_{0.4}$N top layer thickness of the solar cell, it was indeed found that $J_{sc}$ increased. However, at very small thicknesses, the depletion region can become too close to the front surface, resulting in reduced $V_{oc}$ and also conversion efficiency. This will be seen in later simulations.

**Figure 38:** (a) Energy band diagrams, and (b) IQE of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells for various p-type thicknesses.
Figure 39: Output J-V characteristics of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells with various p-type thickness.

Next, the effects of varying the thickness of n-type base was examined. The doping concentration of the p-type emitter was fixed at $1 \times 10^{18}$ cm$^{-3}$ and the thickness at 200 nm while the doping concentration of the n-type base was fixed at $1 \times 10^{17}$ cm$^{-3}$. The thickness of the n-type base was varied between the values of 100, 500, 1000, 1500, and 2000 nm.

The energy band diagram of the resulting In$_{0.6}$Ga$_{0.4}$N single-junction solar cells for various n-type thicknesses is presented in Figure 40a and the IQE in Figure 40b. Here, it was found that the general thickness of the n-type layer does not significantly affect the depletion region. The IQE shows that more total light is absorbed as the n-type thickness increases. Even though increasing the n-type thickness enhanced the absorption of the light, the collection efficiency, and generated more carriers, the very long drift length prevents the extra carriers from reaching the n-type back.
contact.

Figure 40: (a) Energy band diagrams, and (b) IQE of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells for various n-type thicknesses.

The output J-V characteristics of the In$_{0.6}$Ga$_{0.4}$N single-junction solar cells with various n-type thicknesses are shown in Figure 41. By increasing the n-layer thickness, the $J_{sc}$ increased until a thickness of 1000 nm then decreased. Although a thicker n-layer base enhanced the absorption and generates more carriers, most carriers would be lost before reaching the n-contact due to a longer drift length leading to the ultimate decrease of $J_{sc}$ for too thick of an n-type layer.

The efficiency as a function of the layer thickness is shown in Figure 42. The conversion efficiency improved as the thickness increased for both regions, reached a maximum, and then dropped. The optimum efficiency was achieved for a p-type thickness of 50 nm while the n-layer attained the optimum efficiency at 1000 nm. The highest efficiency found was around 15% for 50 nm p-type layer and around 9.3% for 1000 nm n-layer. The black stars in Figure 42 represent the reference structure, i.e., that which is the same in both series. The maximum thickness of the
n-type layer should be around 1000 nm in order to generate maximum photocurrent without significant loss due to recombination.

**Figure 41:** J-V characteristics for different n-type thicknesses of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells.

**Figure 42:** Efficiency as a function of thickness for different n- and p-type thicknesses of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells.
5.5.2 The effect of different doping concentration of each layer

First, the influence of varying the doping concentration of p-type emitter was studied. The doping concentration of the n-type base was fixed at $1 \times 10^{17} \text{ cm}^{-3}$ with a thickness of 1000 nm while the thickness of the p-type emitter was fixed at 200 nm. The doping concentration of the p-type emitter was varied between $1 \times 10^{16} \text{ cm}^{-3}$ and $1 \times 10^{20} \text{ cm}^{-3}$.

The energy band diagrams for this series of solar cells for various p-type doping concentrations are presented in Figure 43. Decreasing the doping concentration generally increased the width of the depletion region as expected which should lead to improved collection efficiency resulting from decreased loss due to recombination. However, as can be seen in Figure 43, below a concentration of $\sim 1 \times 10^{16} \text{ cm}^{-3}$ the depletion region extends all the way to the surface resulting in an obvious reduction in the required voltage to be applied to reach flat-band conditions. This should predict a drop in the $V_{oc}$.

Figure 44 shows the J-V characteristics of the In$_{0.6}$Ga$_{0.4}$N single-junction solar cells with several doping concentrations of p-layer. Increasing the doping of the p-type layer leads to decreasing the depletion region width and increasing the “drift length” of the layer. This results in increased loss due to recombination and a lowering of the $J_{sc}$. Furthermore, with decreasing the doping of the p-layer, the minority carrier lifetime and the mobility of the carriers were increased leading to an improvement in the minority carrier diffusion length and also to an increase in $J_{sc}$. With very high doping concentration, the depletion region becomes vanishingly small leading to near zero efficiencies. However, with very low doping, a very high $J_{sc}$ was found, but the extent of the depletion region to the surface resulted in a very small $V_{oc}$ and again a small conversion efficiency. This indicates an interplay between the surface layer thickness and doping concentration in these cell structures. Finally, for the highest concentration, $1 \times 10^{20} \text{ cm}^{-3}$,
an inverted current condition resulted. This is an anomaly included for completeness and needs to be investigated further. However, it is believed to be due to the near degenerate doping of the p-type layer here and inversion of the Fermi level and the valence band edge.

Figure 43: Energy band diagrams of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells for different p-type doping levels.

Figure 44: J-V characteristics of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells with several p-doping levels.
Next, the effect of n-type doping concentration on the In$_{0.6}$Ga$_{0.4}$N single-junction solar cells performance was examined. The energy band diagrams of this series are presented in Figure 45. The doping concentrations of the n-layer showed a significant impact on the depletion width. Decreasing the doping concentration of the n-layer again increased the width of the depletion region. Similar to before, it is expected that increasing this length will increase the current due to decreased loss due to recombination in the drift layer.

The J-V characteristics for this series of InGaN solar cells is given in Figure 46. As expected, similar to the p-type case, decreasing the doping of the n-type base leads to an increase in the $f_{sc}$ resulting from the extension of the depletion region and the high electron diffusion length. Similar to the p-type layer results, the extremely low doping concentrations result in the depletion region extending all the way to the back contact and ultimately reducing $V_{oc}$.

![Energy band diagrams of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells for several n-doping levels.](image)

**Figure 45:** Energy band diagrams of In$_{0.6}$Ga$_{0.4}$N single-junction solar cells for several n-doping levels.
To conclude this set of simulation experiments, the efficiency as a function of the doping concentration is summarized in Figure 47. The conversion efficiency was improved by increasing the doping concentrations of both n- and p-layers to some maxima and then decreased with further increase in doping. The highest efficiency achieved was around 12% for $1 \times 10^{17}$ cm$^{-3}$ p-type layer and around 9.3% for $1 \times 10^{17}$ cm$^{-3}$ n-layer. The black stars, again denote the reference structure.

**5.5.3 Using optimal thickness with different doping**

In order to maximize the conversion efficiency, the optimal thickness of the p-n junction, 50 nm for the p-type upper region and 1000 nm for n-region, were used. The doping concentration
Figure 47: Efficiency as a function of doping concentrations for several p- and n-type doping of the In$_{0.6}$Ga$_{0.4}$N solar cells.

of n-type region was fixed at $1\times10^{17}$ cm$^{-3}$, and the variation with p-type doping concentration was studied again.

In Figure 48, the energy band diagrams, J-V characteristics, and the total conversion efficiency as a function of p-type doping concentration, using the optimal thickness are presented. Generally, the same trends are found as before with variations of the doping concentration. The $J_{sc}$ decreases, while the $V_{oc}$ increases, with increasing doping concentration. Here, the highest efficiency found is around 15.2% for a $1\times10^{18}$ cm$^{-3}$ p-type layer.

In summary, by comparing between the efficiencies at different doping and thickness of p- and n-layers, the best design of the In$_{0.6}$Ga$_{0.4}$N single-junction solar cells can be obtained. From Figure 49, the optimal thickness of p-type emitter is found to be 50 nm with $1\times10^{18}$ cm$^{-3}$ doping
concentration, and 1000 nm for the n-type base with $1 \times 10^{17}$ cm$^{-3}$ doping concentration. However, the interplay between these parameters still needs to be completely understood. By using the optimal thicknesses of both regions, the p-type doping experiments were rerun, and their result, which is the curve with the light red stars, shows significant improvement in the efficiency.

![Figure 48](image.png)

**Figure 48:** (a) Energy band diagrams, (b) J-V characteristics, and (c) efficiency as a function of doping concentrations using optimal thickness.
Figure 49: Efficiency as a function of thickness and doping concentration of single-junction In$_{0.6}$Ga$_{0.4}$N solar cells.

5.6 Simulating In$_{0.6}$Ga$_{0.4}$N p-i-n Solar Cells

In this section, In$_{0.6}$Ga$_{0.4}$N p-i-n solar cells were simulated to understand the trends which lead to maximum conversion efficiency with the use of an intrinsic i-region between the p-region and n-region. The general reason for using an i-region is to maximize the effective thickness of the depletion region in order to enhance the absorption in the depletion region. The bandgap of 1.44 eV was again chosen, and the effects of the thickness of each layer and the doping concentration on the characteristic parameters including $J_{SC}$, $V_{OC}$, and $\eta$, were investigated.

The structure used in this simulation of In$_{0.6}$Ga$_{0.4}$N p-i-n homojunction solar cells is shown in Figure 50. This structure was adapted from Reference 53 using the InGaN composition as roughly optimized above. Furthermore, the strain was addressed in all experiments in this
section. For reference, the thickness of the upper p-type region was chosen to be 10 nm with 
$5 \times 10^{17}$ cm$^{-3}$ of doping concentration, and the thickness of n-type base was chosen to be 10 nm 
with $5 \times 10^{17}$ cm$^{-3}$ of the doping concentration. The thickness of undoped i-layer was 200 nm.

![Diagram of solar cell structure]

**Figure 50:** Structure of the In$_{0.6}$Ga$_{0.4}$N p-i-n homojunction solar cell.

5.6.1 The effect of varying the thickness of i-region

In this simulation, the i-region was varied between 50, 100, 300, 400, 500, 600, 800, and 
1000 nm in order to find its optimal thickness.

Figure 51 shows (a) the band diagrams, and (b) the IQE of different i-layer thickness in the p- 
i-n solar cells. The IQE obtained shows that as the thickness of the i-layer increased, the total 
amount of light absorbed increased due to the finite thickness of the cell. For the thinnest 
designs, there should be a substantial amount of light transmitted through the entire sample 
without absorption. The thicker i-layer can absorb more photons with appropriate energy leading 
to increasing the photo-generated current.
Figure 51: (a) Band diagrams and (b) IQE for different i-layer thickness in the p-i-n structure.

The J-V characteristics for this series are presented in Figure 52. Increasing the i-layer thickness maximized the absorption of photons leading to increasing the photo-generated current and $J_{sc}$. However, the $V_{oc}$ goes through some maximum at 200 nm. For higher i-layer thicknesses, the built-in electric field in the longer depletion region must decay slightly due to a small background n-type doping concentration which is included in the simulations. This ultimately leads to the small decrease in $V_{oc}$ with increasing thickness. On the other hand, as the thickness decreases from ~200 nm, a significant fraction of the light passes through the back of the cell leading to significant reductions in both $J_{sc}$ and $V_{oc}$.

Figure 53 presents the efficiency as a function of i-layer thickness in p-i-n solar cells. The efficiency increases with the i-layer thickness until 400 nm and then remains nearly constant as both the $J_{sc}$ and $V_{oc}$ change in the background. The highest efficiency achieved is around 13.2% for a 400 nm i-layer.
Figure 52: J-V characteristics for varied i-layer thickness in p-i-n solar cells.

Figure 53: Efficiency of p-i-n solar cells as a function of i-layer thickness.
5.6.2 The effect of varying the thickness of n-layer

The optimal thickness of i-layer was fixed at 400 nm in this experiment. Also, the thickness of upper p-type region was fixed at 10 nm with $5 \times 10^{17} \text{cm}^{-3}$ doping, and the n-type base was fixed at $5 \times 10^{17} \text{cm}^{-3}$ doping. The thickness of n-type base was then varied between 10, 30, 50, 100, 150, 200, 400, 500, and 1000 nm.

Figure 54 shows the results of this experiment including the energy band diagrams, IQE, J-V curves, and the efficiency achieved for each n-type thickness. As noted before in the InGaN single-junction solar cells, the IQE shows that more light is absorbed as the n-type thickness increases. Even with this variation in absorption with smaller n-type thickness, the depletion region was able to generate significant photocurrent. However, the smallest thicknesses did ultimately reduce the collection efficiency and then reduce the minority carrier diffusion length leading to smaller $J_{sc}$. The J-V curves shows that increasing the n-type thickness slightly increased the $J_{sc}$ until reaching 400 nm then dropping again. The optimal thickness was found to be 400 nm with 13.9% efficiency.

5.6.3 The effect of varying the thickness of p-layer

In order to find the optimal efficiency, the optimal thicknesses for n-region (400 nm) and i-region (400 nm) were used and fixed. The doping concentrations for p- and n-regions were fixed at $5 \times 10^{17} \text{cm}^{-3}$. The p-type thickness was changed between 2, 5, 10, 30, 50, and 100 nm (Figure 55).

The results of this simulation (Figure 55) show similar responses as in p-n junction InGaN solar cells. The efficiency improved with increasing the p-type thickness until reaching 10 nm, then decreased. For the smallest thickness, the band offset at the front contact was lowered, again due to the depletion reaching through the p-type layer, resulting in lower $V_{oc}$. Therefore, the
thickness of p-type top layer in the p-i-n solar cell should be as thin as possible without being completely depleted at ultra-thin values. The best thickness achieved for p-type layer was 10 nm.

**Figure 54**: (a) Energy band diagrams, (b) IQE, (c) J-V curves, and (d) the efficiency vs. n-type thickness for p-i-n solar cells using different n-type thickness.
Figure 55: (a) Energy band digram, (b) IQE, (c) J-V curves, and (d) the efficiency vs. different p-type thickness for p-i-n solar cells.

5.6.4 The effect of varying the doping concentration of p-layer

Here, the best thickness of the three regions was used and fixed at 10 nm for the p-type top region, 400 nm for the i-region, and 400 nm for the n-region, and the doping concentration of n-region was set at $5 \times 10^{17}$ cm$^{-3}$, all resulting from the previous experiments. Then, the doping concentration of the p-region was varied between $5 \times 10^{17}$, $5 \times 10^{18}$, $5 \times 10^{19}$, $5 \times 10^{20}$, and $5 \times 10^{22}$ cm$^{-3}$ (Figure 56).
The results of varying p-type doping are presented in Figure 56. Here, it is shown that varying the p-type doping concentration exhibited an insignificant effect on all of the parameters in the p-i-n InGaN solar cells due to the small thickness of the layer. As should be in a well-designed solar cell, most of the incident light passes through the p-region and is absorbed in the i-region. The efficiency rises slightly with the p-type doping concentration until $5 \times 10^{20}$ cm$^{-3}$ and then decreases, most likely due to increased scattering in the layer as the current can be seen to decrease slightly at this doping level in Figure 56c. The ideal doping concentration reached for the p-layer was $5 \times 10^{20}$ cm$^{-3}$ with 14.16% efficiency.

5.6.5 The effect of varying doping concentration of n-layer

Finally, in this simulation, the thickness was set at 10 nm p-type top region, 400 nm i-region, 400 nm n-region, and p-type doping was set at $5 \times 10^{20}$ cm$^{-3}$. The n-type doping was varied between $5 \times 10^{15}$, $5 \times 10^{16}$, $5 \times 10^{17}$, and $5 \times 10^{18}$ cm$^{-3}$.

In Figure 57, the n-type doping concentration shows only a slight impact on the $J_{sc}$ in the p-i-n InGaN solar cells, even for the lowest concentration. The $J_{sc}$ decreased as the n-type doping concentration increased, similar to before, due to the increased depletion region and, as a result, the reduced loss due to recombination in the bottom drift layer. The efficiency improved as the n-type doping concentration decreased reaching a maximum of 14.3% at $5 \times 10^{17}$ cm$^{-3}$.

In conclusion, by comparing the efficiencies at different doping levels and thicknesses of the p- and n-layers, the best design of the In$_{0.6}$Ga$_{0.4}$N p-i-n junction solar cells can be obtained. From Figure 58, the optimal thickness of p-type emitter was found to be 10 nm with $5 \times 10^{20}$ cm$^{-3}$ doping concentration, and 400 nm for the n-type base with $5 \times 10^{17}$ cm$^{-3}$ doping concentration. The best thickness of the undoped i-region was 400 nm from Figure 59. In the p-i-n homojunction solar cells, the i-region can be used to maximize the depletion region and to
enhance the absorption. This structure can overcome some effects such as the leakage currents and the flat band which limit the simple p-n junction design.

**Figure 56:** (a) Energy band diagrams, (b) IQE, (c) J-V curves, and (d) the efficiency vs. p-type doping for p-i-n solar cells.
Figure 57: (a) Energy band diagrams, (b) IQE, (c) J-V curves, and (d) the efficiency vs. n-type doping for p-i-n solar cells.
Figure 58: Efficiency versus thickness and doping concentration for p-i-n solar cells.

Figure 59: Optimal structure for p-i-n homojunction solar cells.
Chapter 6: Conclusions and Future Work

The comparison between Nextnano³ and PC1D successfully demonstrates that the modeling and simulating specifically for solar cells is acceptable. Therefore, the output results of the two simulators, as well as of the fundamental drift-diffusion equations, are acceptably similar. The simulation results of the simple p-n junction Si solar cell demonstrate the feasibility of using Nextnano³ software for solar cell simulation. Hence, the next objective was to use Nextnano³ software to simulate III-nitride-based solar cells.

Simulation of III-nitride solar cells was broken down into three main experiments. First, single-junction InₓGa₁₋ₓN solar cells with various indium contents, where it was found that the InₓGa₁₋ₓN single-junction solar cell with middle ranges of indium contents showed the highest efficiencies of the presented solar cells due to the combined electrical effects of middle ranged $J_{SC}$ and $V_{OC}$. For single-junction devices with varying bandgap, an In₀.₆Ga₀.₄N device with bandgap of 1.44 eV was found to be the optimum. The second main experiment was to enhance the In₀.₆Ga₀.₄N single-junction solar cell performance. The best parameters were found to be 50 nm for the p-type emitter with $1\times10^{18}$ cm⁻³ doping concentration, and 1000 nm for n-type base with $1\times10^{17}$ cm⁻³ doping concentration. The efficiency reached with this structure was 15.2%. However, the strain from the use of a GaN substrate was not extensively understood. The final experiment was to simulate In₀.₆Ga₀.₄N p-i-n solar cells to obtain the optimum structure parameters. The aim of this simulation was to maximize the conversion efficiency through the use of an intrinsic i-region between the p- and n-regions. The optimal thickness here for the p-type emitter was found to be 10 nm with $5\times10^{20}$ cm⁻³ doping concentration, and for n-type base was found to be 400 nm with $5\times10^{17}$ cm⁻³ doping concentration. The thickness of undoped i-region was 400 nm. The maximum efficiency of this design was 14.3%.
Ultimately, the 15.2% maximum efficiency of the p-n junction device was the maximum resulting from a thicker p-type layer. As such, there are still hidden relationships between the possible parameters of these structures which could be addressed using formal “design of experiments” techniques.

**Future Work**

The future work will be modeling and simulating of novel solar cell device structures based on InGaN/GaN multiple quantum wells (MQWs) and other novel nanostructured designs using Nextnano software package for which it is optimally designed.
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Appendix A: Nextnano³ Input

The code for the p-n In_{0.6}Ga_{0.4}N solar cell is presented below as an example of all simulations have done in this thesis. Some modifications to the tutorial code, provided by Dr. Stefan Birner, were made to support this thesis.

```plaintext
!----------------------------------------------------------!
%ImportReflectivity = no  
%FunctionParser = yes  
%Thickness_Contacts = 1  
%Thickness_pLayer = 200  
%Thickness_nLayer = 1000  
%pLayer_right_boundary = %Thickness_pLayer  
%pLayer_right_boundary = %Thickness_pLayer  
%pLayer_right_boundary = %Thickness_pLayer  
%Layer_right_boundary = %Layer_right_boundary + %Thickness_nLayer  
%Layer_right_boundary = %Layer_right_boundary + %Thickness_nLayer  
%Layer_right_boundary = %Layer_right_boundary + %Thickness_nLayer  
%BackContact_right_boundary = %Layer_right_boundary + %Thickness_Contacts  
%ptypeDoping_pLayer = 1.0  
%ntypeDoping_nLayer = 0.1  
%AlloyContent_pLayer = 0.60d0  
%AlloyContent_nLayer = 0.60d0  
%GridSpacing_pLayer = 10.0  
%GridSpacing_nLayer = 10.0  
%GridNodes_pLayer = (%Layer_right_boundary / %GridSpacing_pLayer ) - 1  
%GridNodes_nLayer = (%Layer_right_boundary - %Layer_right_boundary) / %GridSpacing_nLayer - 1  
%INT(GridNodes_pLayer) = %GridNodes_pLayer  
%INT(GridNodes_nLayer) = %GridNodes_nLayer  
!----------------------------------------------------------!

$numeric-control  
simulation-dimension = 1  
varshni-parameters-on = yes  
newton-method = Newton-1  
current-poisson-method = block-iterative  
current-problem = integrate-current  
current-problem-iterations = 100  
current-problem-residual = 1d-11  
current-block-relaxation-Fermi = 0.1d0  
$end_numeric-control  
!----------------------------------------------------------!

****** OVERALL SIMULATION PARAMETERS ****************************

$import-data-on-material-grid  
source-directory = d:\  
import-generation = no  
filename-generation = readIn_generation_rate1D.in  
$end_import-data-on-material-grid  
!----------------------------------------------------------!
```
$global-parameters
lattice-temperature = 300d0 ! Kelvin

simulated-parameters
number-of-suns = 1.0d0

end_global-parameters

end_simulation-dimension

$simulation-flow-control
flow-scheme = 4

end_simulation-flow-control

$domain-coordinates
domain-type = 0 0 1
z-coordinates = -%Thickness_Contacts %BackContact_right_boundary
growth-coordinate-axis = 0 0 1
pseudomorphic-on = GaN
end_domain-coordinates

end_optical-absorption

end
$grid-specification
grid-type = 0 0 1
z-grid-lines = -%Thickness_Contacts 0d0 %pLayer_right_boundary
%Layer_right_boundary %BackContact_right_boundary!
z-nodes = 1 %INT(GridNodes_pLayer) %INT(GridNodes_nLayer) 1 !
z-grid-factors = 1d0 1d0 1d0 1d0 !
$end_grid-specification

$region-cluster
cluster-number = 1 region-numbers = 1
cluster-number = 2 region-numbers = 2
cluster-number = 3 region-numbers = 3
cluster-number = 4 region-numbers = 4 5
Send_region-cluster

***** END REGIONS AND CLUSTER **********************************************

***** MATERIALS AND ALLOY PROFILES ****************************************

$material
material-number = 1
material-name = GaN
cluster-numbers = 1
material-number = 2
material-name = In(x)Ga(1-x)N
cluster-numbers = 2
alloy-function = constant
material-number = 3
material-name = In(x)Ga(1-x)N
cluster-numbers = 3
alloy-function = constant
material-number = 4
material-name = GaN
cluster-numbers = 4
Send_material

$alloy-function
material-number = 2
function-name = constant
xalloy = %AlloyContent_pLayer
material-number = 3
function-name = constant
xalloy = %AlloyContent_nLayer
$end_alloy-function

Here the database entries for InGaN.
ternary-type = In(x)Ga(1-x)N-wz-default
binary(x) = InN-wz-default
binary(1-x) = GaN-wz-default
apply-to-material-numbers = 2 3
bow-band-gaps = 1.4d0 1.84d0 0.69d0 ! E_g
bow-conduction-band-energies = 1.4d0 1.84d0 0.69d0 ! E_g
$end_ternary-wz-default

$binary-wz-default
binary-type = GaN-wz-default
apply-to-material-numbers = 1 4
conduction-bands = 3
conduction-band-masses = 0.202d0 0.206d0 !
1.430d0 0.330d0 !
2.170d0 0.280d0 !
conduction-band-degeneracies = 2 8 6 !
conduction-band-nonparabolicities = 0.600d0 0.200d0 0.300d0 ! [1/eV]
band-gaps = 3.510d0 7d0 7d0 ! [eV]
conduction-band-energies = 2.79967d0 6.190d0 6.490d0 !
valence-bands = 3
valence-band-masses = 1.6d0 1.6d0 1.1d0 !
0.15d0 0.15d0 1.1d0 !
1.1d0 1.1d0 0.15d0 !
valence-band-degeneracies = 2 2 2 !
valence-band-nonparabolicities = 0.015d0 2.103d0 0.500d0 ! [1/eV]
valence-band-energies = -0.726d0 ! [eV]
varshni-parameters = 0.909d-3 0.00d0 0.00d0 ! alpha [eV/K]
830d0 0.00d0 0.00d0 ! [K]
static-dielectric-constants = 9.28d0 10.0 !
optical-dielectric-constants = 5.29d0 !
bond-shift = 0d0
absolute-deformation-potentials-cbs = -6.8d0 -6.8d0 -8.6d0 ! [eV]
uniax-vb-deformation-potentials = -3.7d0 4.5d0 8.2d0 !
-4.1d0 -4.0d0 -5.5d0 ! [eV]
lattice-constants = 0.3189d0 0.5185d0 ! [nm] 300 K
lattice-constants-temp-coeff = 0d0 ! [nm/K]
elastic-constants = 390d0 145d0 106d0 !
398d0 105d0 !
piezo-electric-constants = 1.27d0 -0.35d0 -0.30d0 ! [C/m^2]
pyro-polarization = 0d0 -0.034d0 ! [C/m^2]
6x6kp-parameters = -7.21d0 -0.44d0 6.68d0 !
-3.46d0 -3.40d0 -4.90d0 !
0.010d0 0.00567d0 !
8x8kp-parameters = -3.221d0 -0.44d0 2.691d0 !
-1.466d0 -1.406d0 -2.090d0 !
0.0937d0 !
14.0d0 !
0.866d0 0.962d0 ! S1,S2
LO-phonon-energy = 0.09212d0 0.09113d0 ! [eV]
number-of-minima-of-cband = 1 4 3
$end_binary-wz-default
$mobility-model-constant
  material-name = In(x)Ga(1-x)N
  n-mu-lattice-temp = 100d0
  [cm^2/Vs]
  n-gamma-lattice-temp = 1.0d0
  [---]
  p-mu-lattice-temp = 100d0
  [cm^2/Vs]
  p-gamma-lattice-temp = 1.0d0
  [---]
$end_mobility-model-constant

$SRH-recombination
  material-name = In(x)Ga(1-x)N
  number-of-parameters = 4
  n-N-ref = 1.0d19
  ! cm^-3
  n-tau = 1.0d-9
  ! s
  p-N-ref = 1.0d18
  ! cm^-3
  p-tau = 1.0d-9
  ! s
$end_SRH-recombination

$Auger-recombination
  material-name = In(x)Ga(1-x)N
  number-of-parameters = 2
  n-C = 1.0d-31
  p-C = 1.0d-31
  ! cm^6/s
$end_Auger-recombination

$direct-recombination
  material-name = In(x)Ga(1-x)N
  number-of-parameters = 1
  radiative constant = 1.1d-8
  ! [cm^3/s]
  C-opt = 1.1d-8
  ! [cm^3/s]
$end_direct-recombination

***** END MATERIALS AND ALLOY PROFILES ****************************

***** DOPING AND IMPURITIES  *****************************************

doping-function
  doping-function-number = 1
  impurity-number = 1
  doping-concentration = %ptypeDoping_pLayer
  only-region = 0d0  %pLayer_right_boundary
  doping-function-number = 2
  impurity-number = 2
  doping-concentration = %ntypeDoping_nLayer
  only-region = %pLayer_right_boundary  %nLayer_right_boundary!
position = 150d0
$end_doping-function
$impurity-parameters
    impurity-number = 1
    impurity-type = p-type
    number-of-energy-levels = 1
    energy-levels-relative = 0.01507d0
    degeneracy-of-energy-levels = 4
    impurity-number = 2
    impurity-type = n-type
    number-of-energy-levels = 1
    energy-levels-relative = 0.01507d0
    degeneracy-of-energy-levels = 2
$end_impurity-parameters

$poisson-boundary-conditions
    poisson-cluster-number = 1
    region-cluster-number = 1
    applied-voltage = 0.0d0
    boundary-condition-type = ohmic
    contact-control = voltage
    poisson-cluster-number = 2
    region-cluster-number = 4
    applied-voltage = 0.0d0
    boundary-condition-type = ohmic
    contact-control = voltage
$end_poisson-boundary-conditions

$current-cluster
    cluster-number = 1
    region-numbers = 1
    deactivate-cluster = no
$end_current-cluster

$current-models
    model-number = 1
    transport-model-name = simple-drift-model
    cluster-numbers = 1
$end_current-models

$simple-drift-models
    model-number = 1
    mobility-model = mobility-model-constant
    current-model-numbers = 1
    direct-recombination = yes
    SRH-recombination = yes
from 0.0 [V] to 3.0 [V]

step-size = 0.05d0

forward bias
number-of-steps = 60
data-out-every-nth-step = 1
$end_voltage-sweep

***** END CURRENT CLUSTERS AND MODELS ****************************

***** END CURRENT ****************************

***** OUTPUT ****************************

$global-settings
output-directory = <name_of_input_file>
debug-level = 0
number-of-parallel-threads = 1
$end_global-settings

$output-bandstructure
destination-directory = band_struc1/
conduction-band-numbers = 1
valence-band-numbers = 1 2 3
potential = yes
electric-field = yes
$end_output-bandstructure

$output-raw-data
destination-directory = raw_data/
potential = yes
fermi-levels = yes
kp-eigenstates = no
$end_output-raw-data

$output-densities
destination-directory = densities1/
electrons = yes
holes = yes
charge-density = yes
intrinsic-density = yes
ionized-dopant-density = yes
piezo-electricity = yes
pyro-electricity = yes
interface-density = yes
effective-density-of-states-Nc-Nv = yes
integrated-density = yes
$end_output-densities

108
$output-current-data
  destination-directory = current/
  current = yes
  fermi-levels = yes
  mobility-out = yes
  IV-curve-out = yes
  recombination = yes
$end_output-current-data

$output-material
  destination-directory = material_parameters/
  doping-concentration = 1Ddoping_concentration.dat
$end_output-material

!***** END OUTPUT ****************************
Appendix B: Description of Research for Popular Publication

Title: Simulating III-Nitride Solar Cells
By: Malak Refaei

A step toward a higher efficiency and a lower cost solar cell was taken by Dr. Morgan Ware’s group at the University of Arkansas through modeling and simulation III-nitride solar cells using Nextnano³. Malak Refaei, a graduate student in the Microelectronics-Photonics program, was selected by Dr. Ware to lead this research.

Why do we need to use simulation? What is the benefit of using simulation? Why do researchers waste their time doing the simulation? In order to answer these questions, let us begin with the meaning of simulation. So, simulation is basically using a software program to create a device in an ideal environment or even in the worst environment. Therefore, the simulation could help to answer our questions and to understand the device. It also could provide a solution for current experimental issues.

The use of the simulation programs for solar cell devices has significantly increased in order to understand the behavior and operation of materials and systems without having to fabricate a device. Reducing the cost and development time have become a general requirement to design and investigate solar cell devices out of the vast selection of materials and structures. Solar cell simulation programs assist in the general study of the optical and electronic behavior and exploring the impact of different parameters on the solar cell’s performance.

The III-nitride semiconductor material systems can achieve ultra-high efficiency solar cells. This novel material system can cover almost the entire solar spectrum efficiently more than the current materials used for solar cells such as Si and GaAs. Using III-nitride materials for solar cell devices has been a focus of many current researchers. One feature of the InGaN materials is that it has higher absorption coefficient. Thus most of the light can be absorbed in a small
thickness of a device. However, it has been a challenge to create optimal nanostructure solar cells based on III-nitride materials. Thus, through simulation, we can design an optimal solar cell using the III-nitride material system with lower cost.

Nextnano³ is a simulation tool which has been developed for semiconductor nanodevices. It has been widely applied to nanostructures and has a vast and customizable database of materials. Nextnano³ can be used for molding and simulate nanostructure solar cells based on III-nitride materials. This programming tool could provide an improvement in understanding and simulation of III-nitride solar cells.
Appendix C: Executive Summary of Newly Created Intellectual Property

The principles of the method used for the theoretical investigations presented in this thesis are well known and applied by many other groups for simulating semiconductor band-structures at the nanoscale. However, the theoretical investigation of simulating InGaN solar cells is quite unique and have been published only in this project. The finding of this research is that Nextnano³ software was demonstrated for solar cell simulation based on InGaN materials. The methods used for the theoretical investigations of solar cell devices are not new as they are of interest in many other fields. Although the finding of this research is original, there is no new intellectual property.
Appendix D: Potential Patent and Commercialization Aspects of listed Intellectual Property Items

D.1 Patentability of Intellectual Property (Could Each Item be Patented)

There is no any intellectual property for patent consideration because only existing licensed codes in the software were used. This research focuses on evaluating the current codes in Nextnano\textsuperscript{3} to be utilized for solar cell simulation based on InGaN materials.

D.2 Commercialization Prospects (Should Each Item Be Patented)

The method used in this research is not appropriate for a patent since it was already commercialized.

D.3 Possible Prior Disclosure of IP

There is no prior disclosure of IP in this work.
Appendix E: Broader Impact of Research

E.1 Applicability of Research Methods to Other Problems

The theoretical methods used in the thesis are used for various fields and devices in order to study the behavior and properties of different materials. In fact, proving the possibility of using Nextnano\(^3\) for solar cells assists in simulating more complex nanostructure solar cells and can be applied to engineering, materials science, physics, biology, and other fields. Also, the adjusted code might be extended to other solar cell materials such as InGaAs, InGaP, etc. However, it requires more investigation in order to be used for more complex nanostructure.

E.2 Impact of Research Results on U.S. and Global Society

III-nitride solar cells have been considered as high-efficiency solar cells mainly due to its direct bandgap and high absorption coefficient. Nextnano\(^3\) can be used to simulate novel nanostructure solar cells based on III-nitride materials. The U.S. and the rest of the world can benefit from using Nextnano\(^3\) economically as well as environmentally. With the growing demand for energy along with the threat of global warming, the III-nitride solar cells, with higher absorption coefficient, would increase the possibility to have a sustainable source of energy using a small area.

E.3 Impact of Research Results on the Environment

This research proves that Nextnano3 can be used for solar cell simulation. This software can open the door for more research in solar cell nanostructures in order to design and model sufficient solar cells for the growing demand of energy without having any negative impact on the environment. Using solar c`ells simulation, Nextnano3 can assist in creating ultrahigh-efficiency solar cells in order to compete economically with current fossil fuels and thus reduce pollution.
<table>
<thead>
<tr>
<th>Task Number</th>
<th>Task Name</th>
<th>Duration</th>
<th>Start</th>
<th>Finish</th>
<th>Predecessors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Research group training</td>
<td>2 mons</td>
<td>Tue 8/2/16</td>
<td>Mon 9/26/16</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Nextnano</td>
<td>1 mon</td>
<td>Thu 8/4/16</td>
<td>Wed 8/31/16</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>PC1D</td>
<td>1 mon</td>
<td>Tue 8/30/16</td>
<td>Mon 9/26/16</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Literature Review</td>
<td>2 mons</td>
<td>Wed 10/5/16</td>
<td>Tue 11/29/16</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>III-Nitride Materials for Photovoltaics</td>
<td>2 wks</td>
<td>Wed 10/5/16</td>
<td>Tue 10/18/16</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Basic Principles of Solar Cells</td>
<td>1 wk</td>
<td>Wed 10/5/16</td>
<td>Tue 10/11/16</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>III-Nitride Materials System</td>
<td>1 wk</td>
<td>Wed 10/12/16</td>
<td>Tue 10/18/16</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Normal Method to Simulate III-Nitride Based Solar Cells</td>
<td>2 wks</td>
<td>Wed 10/19/16</td>
<td>Tue 11/16/16</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Solving The Software Equations</td>
<td>1 wk</td>
<td>Wed 10/19/16</td>
<td>Tue 10/25/16</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Program Flow</td>
<td>1 wk</td>
<td>Tue 10/25/16</td>
<td>Mon 10/31/16</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Parameters of Nextnano</td>
<td>1 wk</td>
<td>Tue 10/25/16</td>
<td>Mon 10/31/16</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Comparative Study of Single Junction Silicon Solar Cells within Nextnano and PC1D</td>
<td>1 mon</td>
<td>Tue 11/1/16</td>
<td>Mon 11/28/16</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>PC1D Simulation Tool</td>
<td>2 wks</td>
<td>Tue 11/1/16</td>
<td>Mon 11/14/16</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Differences between Nextnano and PC1D</td>
<td>2 wks</td>
<td>Tue 11/15/16</td>
<td>Mon 11/28/16</td>
<td>13</td>
</tr>
<tr>
<td>15</td>
<td>PC1D Simulation</td>
<td>4 mons</td>
<td>Mon 1/2/17</td>
<td>Fri 4/21/17</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Literature Review</td>
<td>1 mon</td>
<td>Mon 1/2/17</td>
<td>Fri 1/27/17</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Simulating of Single Junction Silicon Solar Cells</td>
<td>3 mons</td>
<td>Mon 1/30/17</td>
<td>Fri 4/21/17</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Silicon Solar Cell Structure</td>
<td>1 mon</td>
<td>Mon 1/30/17</td>
<td>Fri 2/24/17</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Input Parameter</td>
<td>1 mon</td>
<td>Mon 2/27/17</td>
<td>Fri 3/3/17</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Calculation of Si Solar Cell</td>
<td>1 mon</td>
<td>Mon 3/27/17</td>
<td>Fri 4/21/17</td>
<td></td>
</tr>
<tr>
<td>Task Name</td>
<td>Duration</td>
<td>Start</td>
<td>Finish</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------</td>
<td>-------------</td>
<td>-------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nextnano Simulation</td>
<td>7 mons</td>
<td>Mon 4/24/17</td>
<td>Fri 11/3/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literature Review</td>
<td>1 mon</td>
<td>Mon 4/24/17</td>
<td>Fri 5/19/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulating of Single Junction Silicon Solar Cells</td>
<td>2 mons</td>
<td>Mon 5/22/17</td>
<td>Fri 7/14/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>silicon Solar Cell Structure</td>
<td>1 mon</td>
<td>Mon 5/22/17</td>
<td>Mon 7/3/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input Parameter</td>
<td>2 wks</td>
<td>Mon 7/3/17</td>
<td>Fri 7/14/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculation of Si Solar Cell</td>
<td>2 wks</td>
<td>Mon 7/3/17</td>
<td>Fri 7/14/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulating III Nitride Based Solar Cell</td>
<td>4 mons</td>
<td>Mon 7/17/17</td>
<td>Fri 11/3/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single Junction InGa1-xN Solar Cells</td>
<td>2 mons</td>
<td>Mon 7/17/17</td>
<td>Fri 9/8/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure</td>
<td>1 mon</td>
<td>Mon 7/17/17</td>
<td>Fri 8/11/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input Parameter</td>
<td>1 mon</td>
<td>Fri 8/11/17</td>
<td>Thu 9/7/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single Junction In0.6Ga0.4N Solar Cells</td>
<td>1 mon</td>
<td>Fri 8/8/17</td>
<td>Thu 10/5/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure</td>
<td>2 wks</td>
<td>Fri 9/8/17</td>
<td>Thu 9/21/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input Parameter</td>
<td>2 wks</td>
<td>Fri 9/22/17</td>
<td>Thu 10/5/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In0.6Ga0.4N Pin Solar Cells</td>
<td>1 mon</td>
<td>Fri 10/6/17</td>
<td>Thu 11/2/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure</td>
<td>2 wks</td>
<td>Fri 10/6/17</td>
<td>Thu 10/19/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input Parameter</td>
<td>2 wks</td>
<td>Fri 10/20/17</td>
<td>Thu 11/2/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>End Game</td>
<td>7.3 mons</td>
<td>Thu 6/1/17</td>
<td>Fri 12/15/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Writing thesis</td>
<td>6 mons</td>
<td>Thu 6/1/17</td>
<td>Wed 11/15/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter1: Introduction</td>
<td>1 mon</td>
<td>Thu 6/1/17</td>
<td>Wed 6/28/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter2: III-Nitride Materials for Photovoltaics</td>
<td>1 mon</td>
<td>Thu 6/29/17</td>
<td>Wed 7/26/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter3: Novel Method to Simulate III-Nitride Based Solar Cells</td>
<td>1 mon</td>
<td>Thu 7/27/17</td>
<td>Wed 8/3/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter4: Comparative</td>
<td>1 mon</td>
<td>Thu 8/24/17</td>
<td>Wed 9/20/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task Name</td>
<td>Start</td>
<td>Duration</td>
<td>Finish</td>
<td>Milestones</td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>---------</td>
<td>----------</td>
<td>---------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>Structure</td>
<td>Fri 9/8</td>
<td>2wks</td>
<td>Wed 9/14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input Parameter</td>
<td>Fri 9/22</td>
<td>2wks</td>
<td>Mon 9/25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 EQAlGaNP InP Solar Cells</td>
<td>Fri 10/6</td>
<td>1mon</td>
<td>Tue 10/7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure</td>
<td>Fri 10/6</td>
<td>2wks</td>
<td>Mon 10/16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input Parameter</td>
<td>Fri 10/20</td>
<td>2wks</td>
<td>Tue 10/24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>End Game</td>
<td>Mon 11/6</td>
<td>1mon</td>
<td>Thu 11/17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Writing thesis</td>
<td>Thu 11/6</td>
<td>6mons</td>
<td>Wed 12/20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 1: Introduction</td>
<td>Thu 6/17</td>
<td>1mon</td>
<td>Wed 6/28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chapter 2: III-Nitride Materials for Photovoltaics</td>
<td>Thu 6/29</td>
<td>1mon</td>
<td>Wed 7/6</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Chapter 3: Novel Method to Simulate III-Nitride Based Solar Cells</td>
<td>Thu 7/27</td>
<td>1mon</td>
<td>Wed 8/20</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Chapter 4: Comparative Study of Single Junction Silicon Solar Cells within Narrow and Wide Band Gap</td>
<td>Thu 8/24</td>
<td>1mon</td>
<td>Wed 9/20</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Chapter 5: Simulating III-Nitride Based Solar Cells within Narrow and Wide Band Gap</td>
<td>Thu 9/21</td>
<td>1mon</td>
<td>Wed 10/18</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>Chapter 6: Conclusion and Future Work</td>
<td>Thu 10/31</td>
<td>2wks</td>
<td>Tue 11/14</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>Editing</td>
<td>Wed 11/1</td>
<td>2wks</td>
<td>Tue 11/14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reviewing by the advisor</td>
<td>Wed 11/15</td>
<td>3days</td>
<td>Fri 11/17</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Thesis Defense</td>
<td>Wed 11/17</td>
<td>2wks</td>
<td>Tue 11/14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public Defense</td>
<td>Mon 11/20</td>
<td>1day</td>
<td>Mon 11/20</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Committee Defense</td>
<td>Thu 11/30</td>
<td>1day</td>
<td>Thu 11/30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduation</td>
<td>Fri 12/15</td>
<td>1day</td>
<td>Fri 12/15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix G: Identification of All Software Used in Research and Thesis Generation

Computer #1:
   Model Number: SVF14AC1QL
   Serial Number: 4-465-345-31
   Location: 1602 N Merion Way
   Owner: Malak Refaei

Software #2:
   Name: Nextnano software
   license Key: 2B4CAE39A
   Purchased by: Dr. Morgan Ware

Software #3:
   Name: Microsoft Office 2013
   Purchased by: Malak Refaei

Software #4:
   Name: Microsoft Project 2010
   Purchased by: MSDN Academy Alliance through Engineering

Software #5:
   Name: Origin 2018
   Purchased by: Malak Refaei
Appendix H: All Publications Published, Submitted, and Planned

There are no publications published or submitted for this work.